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**Abstract**

This paper explores the applicability of artificial neural networks (ANN) for predicting the spread of structural response under the presence of uncertain parameters described as random fields. The use of ANN is carried out in combination with Monte Carlo simulation (MCS) for calculating response statistics in stochastic analysis of structural systems using finite elements. To this extent, the ANNs are trained with a few samples, following a conventional MCS procedure and used henceforth to predict the stochastic response for the rest of samples. The basic idea is to achieve a dimensionality reduction of the input ANN training space by using as input vector the random phase angles of the spectral representation method instead of the random variables describing the uncertain input parameters. A further improvement of the efficiency of the proposed approach is achieved by exploiting the uniform distribution of the random phase angles, in order to span efficiently the training space using a latin hypercube sampling (LHS) technique. The advantage of this approach over conventional computation of stochastic response via a standard stochastic finite element-based MCS is the fast and reliable prediction of the required response sample space which can be accomplished at a fraction of computing time and is independent of the size of the finite element model. Numerical results are presented, demonstrating the efficiency and the applicability of the proposed methodology as well as its distinct advantages over existing ANN-based stochastic finite element methodologies (SFEM).
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1. Introduction

The impact of uncertainties in the design process of engineering structures is an important field with growing interest. While most of modern design codes rely on partial safety factors calibrated to target structural reliability, stochastic modeling of the uncertainties in the loading, geometrical, and material properties becomes more and more attractive leading to more rational estimations of structural safety and reliability. Several probabilistic structural analysis methods have been proposed in the past, the simplest being the description of the uncertainties by a set of correlated random variables, where each variable represents a material parameter, load factor, or geometrical property. In several engineering applications however, the description of uncertain parameters using random variables can be insufficient. This is due to the fact that certain physical quantities are often expected to vary randomly in space or time. The probabilistic description of such quantities requires the consideration of random fields. This approach is generally referred to as stochastic structural analysis [1].

In principle, brute force MCS is the most suitable and easily implemented method to solve the aforementioned problems. Despite its generality, MCS has been used mostly as a means of verifying the accuracy of approximate and less costly procedures due to its usually high computational cost even if structural analysis is accelerated by advanced solution techniques and/or Neumann series expansion methods [2–4]. To alleviate this drawback advanced variance reduction-based simulation methods have been proposed in the context of reliability analysis, in order to reduce the number of MCS required for an accurate prediction of the probability of failure, such as adaptive sampling, importance sampling, line sampling and subset simulation [5–8]. In addition to the aforementioned methodologies, meta-models, such as artificial neural networks (ANN) have been successfully implemented in the framework of reliability analysis leading to cost-efficient yet acceptable predictions of the probability of failure [9–11]. This is due to the associative memory properties featured by these artificial intelligence devices that allow them to become efficient surrogates to the numerical solver of the mechanical model which is repeatedly invoked in the MCS. Following these early approaches, ANN approximations of the limit-state function were proposed in [12,13] combined either with MC or with first and second order
reliability methods (FORM, SORM) for handling the uncertainties. Similar approaches were presented in [11,14–16] where ANN based response surface methods were implemented in order to estimate the reliability integral over the failure domain. Comparative studies of ANN-based reliability analysis with corresponding polynomial approximations of the response surface as well as FORM and SORM methods are presented in [9,11,17,18]. In those papers, the ability of ANN to predict efficiently and accurately enough the reliability of large and complex structural systems is demonstrated. Furthermore it is shown that the advantage of using the ANN approaches is that they adapt efficiently the input/output (I/O) relations allowing for more accurate mappings of the basic random variables than in the corresponding response surface polynomial approximations of the failure functions, especially in complex failure domains [9].

Despite the fact that ANN have been successfully applied in reliability analysis in an increasing number of publications in which uncertainties are described as random variables, similar applications for the cases where uncertainties are described as random fields are very limited. The main difficulty associated with the use of ANN in the context of stochastic finite element analysis (SFEM) is the large number of random variables induced by stochastic processes describing the uncertain system parameters. This feature of SFEM is making ANN inefficient for treating realistic problems due to the large dimensionality of the input vector. In an effort to alleviate this drawback, ANN were used in [19,20] in the context of Karhunen–Loève (KL) expansion for modeling uncertain material properties of one-dimensional random fields. This way a reduced input vector size for the ANN architecture was achieved by considering the random variables that define each eigenvector of the KL decomposition as the training data set. This ANN-based SFEM methodology was used for computing the response statistics (moments and pdf) of simple statically determinate stochastic beams by providing robust ANN estimates of the structural response in the framework of MCS.

In the present study, an alternative to the aforementioned ANN-based SFEM is proposed which is based on the spectral representation (SR) method [21,22] for the description of uncertain system properties. The basic reason for choosing this alternative approach is that it inherits some distinct advantages of SR method over the KL [1,23], namely its optimal convergence in cases that involve relatively short correlation lengths. An additional advantage of this approach, with respect to the KL-based ANN method is that it avoids the computationally expensive solution of the Fredholm integral equation in cases that involve autocorrelation structures for which analytical solutions of the integral equation are not available. In addition, the proposed methodology provides with a useful extension of ANN-based SFEM methods to multi-dimensional stochastic spaces and is formulated in the framework of the multi-dimensional spectral representation method for the modeling of the involved random quantities. A similar to [19] dimensionality reduction of the stochastic variables is achieved by considering directly the random phase angles of the truncated series expansion as the input vector for the ANN training, instead of the random variables describing the uncertain input parameters. The proposed methodology is applied to Gaussian as well as to non-Gaussian random fields in a straight forward manner. Since ANN require a training phase for tuning their parameters, some conventional Monte Carlo simulations are needed at the initial phase of the procedure. For this purpose, the LHS technique [24] is applied in order to effectively span the random space of the phase angles which, according to the spectral representation, are uniformly distributed in the range [0,2π]. Thus, the effectiveness of the proposed ANN methodology is further enhanced by the aforementioned uniformly spanned training space. Numerical results are provided demonstrating the efficiency as well as the applicability of the proposed methodology in a stochastic beam as well as a stochastic plane stress finite element system. In addition, the distinct advantages of the proposed approach over KL-based ANN method are showcased.

The remainder of this paper is organized as follows. In Section 2, an overview of the spectral representation method is made. Section 3 contains a brief description of the basics of artificial neural networks. The proposed method is over-viewed in Section 4. Finally, in Section 5 numerical data is presented demonstrating the computational merits of the proposed methodology in terms of the computational performance.

2. Representation of the random fields

In nature, most of the uncertain quantities appearing in engineering systems are non-Gaussian (e.g. material, geometric properties, seismic loads), the Gaussian assumption is often used due to the lack of relevant experimental data and for simple mathematical convenience. It must be noted that this assumption can be problematic in many cases, for example in the case where the Young’s modulus is assumed to be a random variable following a Gaussian distribution. In this case negative values for the Young’s modulus may occur which have no physical meaning. From the wide variety of methods developed for the simulation of Gaussian stochastic fields, two are most often used in applications: The spectral representation method [22] and the Karhunen–Loève (KL) expansion as a special case of orthogonal series expansion methods [25]. A comparison between these two methods was made in [21]. The results showed that the KL expansion is particularly suitable for the representation of strongly correlated stochastic fields with smooth autocovariance function where only a few terms, corresponding to the N larger eigenvalues, are required in order to capture most of the random fluctuation of the field. On the other hand the spectral representation method, which was preferred in this work, is mostly suitable for the representation of weakly correlated random fields in which a large number of terms in the series expansion is required in order to capture the random fluctuations. In [23] it was presented that if the stochastic field is homogeneous and the observation interval is infinite the KL expansion reduces to spectral representation. Especially, for the case of a finite long field defined in [−a,a] where a is large, it was shown that the eigenvalue is given by the spectral density function.

2.1. An overview of spectral representation method

Spectral representation method expands the stochastic field as a series of trigonometric functions with random phase angles. The simulation formula for a truncated after N1 terms, one-dimensional homogeneous random field \( \hat{f}(x_1) \) reads

\[
\hat{f}(x_1) = \sqrt{2} \sum_{i=1}^{N_1} A_i \cos(\kappa_i x_1 + \phi_i)
\]  

(1)

where \( \phi_i(i = 1,\ldots,N_1) \) are independent random phase angles uniformly distributed in the range \([0,2\pi]\); the frequencies are set to

\[
\kappa_{1i} = i\Delta \kappa_1 = i \frac{\kappa_{1u}}{N_1} \quad \text{for } i = 1,\ldots,N_1
\]  

(2)

where \( \kappa_{1u} \) is the upper cut-off wave number. The coefficients \( A_i \) are defined as follows:

\[
A_0 = 0 \quad A_i = \sqrt{2S_p(\kappa_i)} \Delta \kappa_i \quad \text{for } i = 1,\ldots,N_1
\]  

(3)

where \( S_p \) is the power spectral density function which is a real non-negative function of \( \kappa \). The coefficient \( A_0 \) is chosen zero such that the temporal mean value averaged over the whole simulation time
\( T_0 = 2\pi /\Delta k \) of the generated stochastic field \( \tilde{f}(x) \) remains zero. The simulated stochastic process of Eq. (1) constitutes the spectral representation of the random field. It is shown by Shinozuka and Deodatis [21] that \( \tilde{f}(x) \) is asymptotically Gaussian as \( N \to \infty \) and ergodic in the mean and in correlation due to the central limit theorem.

For the cases of two and three dimensional random fields, Eq. (1) takes the form:

\[
\tilde{f}(x_1, x_2) = \sqrt{2} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \left[ A_{ij} \cos (k_{i1} x_1 + k_{j2} x_2 + \varphi_{ij}^{(1)}) + \tilde{A}_{ij} \cos (k_{i1} x_1 - k_{j2} x_2 + \varphi_{ij}^{(2)}) \right]
\]

and

\[
\tilde{f}(x_1, x_2, x_3) = \sqrt{2} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \sum_{k=1}^{N_3} \left[ A_{ijk} \cos (k_{i1} x_1 + k_{j2} x_2 + k_{k3} x_3 + \varphi_{ijk}^{(1)}) + \tilde{A}_{ijk} \cos (k_{i1} x_1 + k_{j2} x_2 + k_{k3} x_3 + \varphi_{ijk}^{(2)}) + \tilde{A}_{ijk} \cos (k_{i1} x_1 - k_{j2} x_2 - k_{k3} x_3 + \varphi_{ijk}^{(3)}) \right]
\]

respectively, with

\[
\begin{align*}
A_{ij} &= \sqrt{2} S_{f_{ij}}(k_{i1}, k_{j2}) \Delta k_1 \Delta k_2 \\
\tilde{A}_{ij} &= \sqrt{2} S_{f_{ij}}(k_{i1}, -k_{j2}) \Delta k_1 \Delta k_2 \\
A_{ijk} &= \sqrt{2} S_{f_{ijk}}(k_{i1}, k_{j2}, k_{k3}) \Delta k_1 \Delta k_2 \Delta k_3 \\
\tilde{A}_{ijk} &= \sqrt{2} S_{f_{ijk}}(k_{i1}, -k_{j2}, k_{k3}) \Delta k_1 \Delta k_2 \Delta k_3 \\
\Delta k_1 &= \frac{K_{1w}}{N_1} \\
\Delta k_2 &= \frac{K_{2w}}{N_2} \\
\Delta k_3 &= \frac{K_{3w}}{N_3} \\
k_{ij} &= \Delta k_1; \quad k_{j2} = j \Delta k_2; \quad k_{k3} = k \Delta k_3
\end{align*}
\]

where \( S_{f_{ij}}(k_1, k_2) \) and \( S_{f_{ijk}}(k_1, k_2, k_3) \) are the power spectral density functions for the two and three dimensional case, respectively while \( K_{2w} \) and \( K_{3w} \) are the upper cut-off wave numbers. In Eqs. (4) and (5) the independent phase angles \( \varphi \) are generated randomly in the range \([0, 2\pi]\) and the superscripts (1), (2), (3) and (4) are used to denoted the number of the term of the function which is summed and in which the corresponding phase angle is implemented. For the two and three-dimensional random fields cases the total number of random phase angles required is

\[
N_{\varphi} = 2 \times N_1 \times N_2
\]

and

\[
N_{\varphi} = 4 \times N_1 \times N_2 \times N_3
\]

respectively.

2.2. An overview of Karhunen–Loève expansion

In terms of discretization error, an efficient decomposition of a zero-mean Gaussian random field is the Karhunen–Loève (KL) expansion which approximates it by a linear combination of orthogonal deterministic functions with independent standard Gaussian random variables, where the orthogonal deterministic functions and their magnitude are the eigenfunctions and eigenvalues of the covariance function, respectively. The truncated after \( M \) terms KL expansion of a one-dimensional random field \( f(x) \) is written as:

\[
\hat{f}(x) = \mu(x) + \sum_{i=1}^{M} \sqrt{\lambda_i} \xi_i \phi_i(x)
\]

\( \mu(x) \) being a position variable. In Eq. (16) \( \mu(x) \) is the mean value of the random field, \( \lambda_i \) and \( \phi_i(x) \) are the eigenvalues and eigenfunctions of its covariance function \( C(a_1, a_2) \), where \( a_1, a_2 \) are two locations of the random field \( x_i \). By definition, \( C(a_1, a_2) \) is bounded, symmetric and positive definite with the following spectral or eigen-decomposition:

\[
\hat{C}(a_1, a_2) = \sum_{i=1}^{N} \lambda_i \phi_i(a_1) \phi_i(a_2)
\]

The eigenvalues and eigenfunctions of \( \hat{C}(a_1, a_2) \) may be calculated, in the range \( D \) of the random field \( f(x_i) \), from the solution of the homogeneous Fredholm integral equation of the second kind given by:

\[
\int_D \hat{C}(a_1, a_2) \phi_i(a_1) = \lambda_i \phi_i(a_2)
\]

The parameter \( \xi_i \) in Eq. (16) is a set of uncorrelated Gaussian random variables which can be expressed as

\[
E[\xi_i] = 0
\]

\[
E[\xi_i \xi_j] = \delta_{ij}
\]

3. Artificial neural networks

Artificial neural networks (ANN) are information processing models configured for a specific application through a training process. Trained ANN provide with rapid mapping of a given input into the desired output quantities (similar to curve fitting procedure) and thereby can be used as meta-models and enhance the computational efficiency of a numerical analysis process. This major advantage of a trained ANN over a conventional numerical analysis procedures, under the provision that the predicted results fall within acceptable tolerances, is that results can be produced in a fraction of wall clock time, requiring orders of magnitude less computational effort than the conventional procedure [26–28].

The most crucial matter in the use of an ANN is the learning procedure which is necessary in order for the network to operate. There are two kinds of learning procedures, the supervised learning and the unsupervised learning. In the case of supervised learning the ANN is trained with pairs of input/output data, referred to as the training patterns \( \mathcal{P} = \{ (\mathbf{x}^p, \mathbf{t}^p) | p = 1, \ldots, P \} \), while in the second case the ANN learns automatically from its environment. Neural network consists of a number of units (neurons) linked together and in the case of supervised learning attempts to create a desired mapping between the input and the output data of the training set. The artificial neuron (Fig. 1) processes the information from one training set and predicts an output vector \( \mathbf{y}^p \) which depends on a vector of connections \( \mathbf{w} = w_1, w_2, \ldots, w_k \), known as synaptic weights.

Basically, the learning procedure tries to adjust the synaptic weights in order to have a mapping that fits well the training set.
where \( a = 1.2, b = 0.5, \) and \( \eta \) are step parameters in the formula for the increment of the design vector \( \mathbf{w} \) which are called “locally adaptive” learning rates because they are based on weight specific information only such as the temporal behavior of the partial derivative of this weight. The learning rates are bounded by upper and lower limits in order to avoid oscillations and arithmetic underflow. In this work these bounds are set \( h_{\text{max}} = 50 \) and \( h_{\text{min}} = 0.1 [28]. \)

One of the problems that occur during neural network training is the over-fitting. The error on the training set is driven to a very small value, but when new data is presented to the network the error is large. In order to prevent over-fitting we must improve network’s generalization. This can be achieved by:

1. Stop the training early – before it has had time to learn the training data too well.
2. Retrain several neural networks.
3. Add some form of regularization term to the error function to encourage smoother network mappings.
4. Add noise to the training patterns to smear out the data points.

In the present work, several neural network were trained in order to ensure that a network with good generalization is found. In each neural network an early stopping method was used in order to further improve generalization. In this technique the available data is divided into three subsets. The first subset is the training set, which is used for computing the gradient and updating the network weights and biases. The second subset is the validation set. The error on the validation set is monitored during the training process. The validation error normally decreases during the initial phase of training, as does the training set error. However, when the network begins to over-fit the data, the error on the validation set typically begins to rise. When the validation error increases for a specified number of iterations the training is stopped, and the weights and biases at the minimum of the validation error are returned. The third subset is the testing data set which is used only for testing the final solution in order to confirm the actual predictive power of the network. This set of data is never used in the training process. Once a neural network is selected based on the validation set, the test set data is applied on the network and the error for this set is computed. This error is representative of the error which we can be expected from absolutely new data.

In this work these bounds are set \( h_{\text{max}} = 50 \) and \( h_{\text{min}} = 0.1 [28]. \)

One of the problems that occur during neural network training is the over-fitting. The error on the training set is driven to a very small value, but when new data is presented to the network the error is large. In order to prevent over-fitting we must improve network’s generalization. This can be achieved by:

1. Stop the training early – before it has had time to learn the training data too well.
2. Retrain several neural networks.
3. Add some form of regularization term to the error function to encourage smoother network mappings.
4. Add noise to the training patterns to smear out the data points.

In the present work, several neural network were trained in order to ensure that a network with good generalization is found. In each neural network an early stopping method was used in order to further improve generalization. In this technique the available data is divided into three subsets. The first subset is the training set, which is used for computing the gradient and updating the network weights and biases. The second subset is the validation set. The error on the validation set is monitored during the training process. The validation error normally decreases during the initial phase of training, as does the training set error. However, when the network begins to over-fit the data, the error on the validation set typically begins to rise. When the validation error increases for a specified number of iterations the training is stopped, and the weights and biases at the minimum of the validation error are returned. The third subset is the testing data set which is used only for testing the final solution in order to confirm the actual predictive power of the network. This set of data is never used in the training process. Once a neural network is selected based on the validation set, the test set data is applied on the network and the error for this set is computed. This error is representative of the error which we can be expected from absolutely new data for the same problem. However, by partitioning the available data into three sets, we drastically reduce the number of samples which can be used for learning the model, and the results can depend on a particular random choice for the pair of (train, validation, test) sets. In most cases the input data are randomly divided so that 70% of the samples are assigned to the training set, 15% to the validation set and 15% to the testing set.

### 4. Neural network-based SFEM

As mentioned in the introduction, the use of ANN model as surrogates to the FEM model in the context of SFEM analysis is prohibitive due to the large dimensionality of the required input vector in the ANN training process. For example, in the case of a FEM model with \( 10^5 \) finite elements which utilizes the midpoint method for the random field mapping, an input vector of up to \( 10^5 \) random variables would be required in the ANN architecture. This number is impossible to be handled by any ANN. The basic idea of the proposed approximation is to achieve a dimensionality reduction of the aforementioned training space, by using as input vector directly the random phase angles \( \varphi = \{ \varphi_1, \ldots, \varphi_N \} \), \( n = 1, \ldots, N \) of Eq. (1), where \( N \) is the number of intervals of the power spectrum discretization, while the structural response is used as the output vector. Since the number of the random phase angles depend on the discretization of the power spectrum in the wave
number domain the resulting input vector will be independent of the finite element discretization and the number of random variables used for the stochastic description of the uncertain parameter(s). This independence of the proposed method is not to be confused with the well-known dependence of the FE mesh to the SRM which is always present \((dx \leq 2\pi/(2NdK))\). Thus, it is expected that the dimensionality of input vector will be reduced by orders of magnitude, especially in cases where a large scale detailed FEM model is required to describe the structural behavior. A further improvement in the efficiency of the proposed method may be achieved by performing sampling of the random phase angles in the range \([0, 2\pi]\) with a LHS design, as described below.

It must be made clear however that a sufficiently discretized FEM mesh, both in terms of providing a “converged” solution as well as of having a mesh size of a fraction of the correlation length in order to accurately represent the fluctuations of the random input parameter, remains a prerequisite for an accurate SFEM analysis. However, this prerequisite is not yet correlated to the size of the input training vector of the ANN since the input consists of the random phase angles, which are mesh independent.

In order to demonstrate the proposed methodology the classical midpoint SFEM approach is considered where, a different random variable \(f(x)\) must be assigned at the centroid of each element using the spectral representation method (Eq. (1)). Hence, the structure nodal displacements \(u\) are computed as:

\[
u = K^{-1}(f(x))F.
\]  

(26)

where the stiffness matrix of the structure \(K\) is clearly a function of the random variables \(f(x)\), \(F\) being the nodal force vector. Conventional implementation of a ANN model as a surrogate to the FE model would use \(f(x)\), \(i = 1, \ldots, N_e\) as the ANN input, where \(N_e\) is the number of elements. However, Eq. (1) indicates that \(f(x)\) depend on the random phase angles \(\varphi\). Therefore, Eq. (26) may be rewritten as:

\[
u = K^{-1}(\varphi)F.
\]  

(27)

Thus, the ANN may be designed having the reduced space of random phase angles \(\varphi\) as input vector instead of \(f(x)\) replacing the dependence of \(K\) on \(f(x)\) with a dependence on \(\varphi\).

4.1. Selection of training input data

The appropriate selection of the input training data is also an important factor for a successful training since the training set must include data over the entire range of the output space. Although the number of training patterns plays its own role in the accuracy of the predictions, the distribution of samples is of greater importance. The selection of the input training data is based on the requirement that the full range of possible results should be represented in the training procedure. In the present study the selection of the random phase angles of the truncated spectral representation as the input allows for an efficient implementation of LHS technique [24] due to the fact that LHS is proven to reduce the variance of statistical estimates in a Monte Carlo analysis [29].

A LHS design is constructed in such a way that each one of the random phase angles (dimensions) is divided into equal levels (bins) and that there is only one point (or sample) at each level. Thus, for our case the range \([0, 2\pi]\) is divided into equally spaced distances for the selection of suitable ANN training pairs covering efficiently the total random variables space. In Fig. 2 we see a schematic representation of the LHS for \(N = 5\) realizations of 2 random variables. More specific, in Fig. 2(a) a stratified sampling is performed on the two random variables from each cumulative distribution function while in Fig. 2(b) the samples are randomly put together in order to generate the parameters to be entered in to the model for each simulation. The advantage of the LHS is that the random samples are generated from all ranges of possible values, in a way that no sub-domain is over-sampled.

4.2. Steps of proposed methodology

The basic steps of the proposed methodology are summarized below for the simplest case of one dimensional random fields. The generalization however to 2D and 3D fields is straightforward.

1. Choose the number of terms \(N\) for the truncated series of Eq. (1) which correspond to the number of independent phase angles \(\varphi\) used as input vector for the ANN training.
2. Choose an appropriate architecture of the ANN. The input layer consists of \(N\) neurons.
3. Use LHS technique in order to generate random phase angles uniformly distributed over \([0, 2\pi]\), as defined previously.
4. Generate a number of sample functions of the stochastic properties from Eq. (1) using the phase angles generated in the previous step.
5. Compute the response of the system for the generated sample functions with the finite element method, using the midpoint method, i.e. by assigning a corresponding random variable at the centroid of each finite element of the discretized structure.
6. Use the computed response in order to obtain the input/output pair for the ANN training.
7. Train the neural network using the I/O pairs.
   If the error in the prediction of the ANN is smaller than a target value then go to the next step otherwise go to step 2 using a more refined LHS design [30,31] and/or refine the number of nodes in the ANN.
8. Proceed in the MCS using ANN.

A schematic description of the aforementioned methodology is presented in Fig. 3.

The advantage of the proposed methodology is that the size of the input vector for the ANN training depends only on the number of terms of the truncated series expansion of the power spectrum. This number is orders of magnitude smaller than the number of random variables, describing the random process as the input vector, which makes feasible the ANN implementation in the context of SFEM. Two numerical examples are presented in the next section in order to demonstrate the efficiency of the proposed methodology. It must be mentioned that the computer platform used for the computational task was an Intel(R) Core(TM) i5-2430M CPU @ 2.40 GHz, with 6 GB RAM memory while the software used for the generation of the home-made code of the SFEM is MATLAB R2013b. For the neural networks the matlab toolbox was used in order to implement ANN in the framework of SFEM.

5. Numerical examples

5.1. 1D cantilever with Gaussian random field

Consider the statically determinate cantilever of length \(L = 8\) m and section 0.25 m \(\times\) 0.5 m shown in Fig. 4 with the nodes at the left edge of the cantilever fixed against translations and rotations. The cantilever is subjected to a uniformly distributed load \(p = 50\) kN/m. and discretized with 200 beam elements.

The compliance (inverse of the elastic modulus) is assumed to vary randomly along its length according to the following expression:

\[
\frac{1}{E(x)} = E_0(1 + f(x))
\]  

(28)
Fig. 2. The latin hypercube approach for sampling from probability distributions: (a) stratified sampling on each random variable from its cumulative distribution (b) samples are put together randomly in order to generate the parameters to be entered into the model for each simulation.

Fig. 3. A flow chart of the proposed methodology.

Fig. 4. Example 1: a cantilever beam fixed against translations and rotations in its left edge.
is the mean value of the compliance, and \( f(x) \) is a zero-mean homogeneous stochastic field modeling the variation of the compliance around its mean value. In this example \( F_0 = (2.1 \times 10^7 \text{kN/m}^3) \). Its covariance structure is assumed to be of exponential type:

\[
C(x_i, x_j) = \sigma^2 e^{-\frac{|x_i - x_j|}{\Delta x}}
\]

(29)

where \( \Delta x = x_2 - x_1, b \) is the correlation length and \( \sigma \) is the standard deviation of the random field describing the compliance. In this example, \( \sigma = 0.15 \) and the value of \( b = 0.4 \text{m} \) is selected as a relatively short correlation length parameter representing the random field. The corresponding spectral density function is given by equation

\[
S_\nu(k) = \frac{b}{\pi \cdot (1 + b^2 \kappa^2)}
\]

(30)

Initially, brute force MCS with \( N_{\text{MCS}} = 50,000 \) samples was applied in order to obtain a reference solution. This number of MCS was selected in order to accurately estimate a failure probability in the order of \( 10^{-2} - 10^{-1} \). The mean value and the variance of the tip displacement for different number of terms in the SR method of Eq. (1) are gathered in Table 1. This Table also depicts the probability of the tip displacement to be larger (in absolute value) than a critical value \( d_c = -0.5236 \text{m} \). This probability was estimated to be \( P_1 = 5.2\% \) for \( N = 10, P_2 = 3.7\% \) for \( N = 20, P_3 = 1.98\% \) for \( N = 50 \) and \( P_4 = 2.0\% \) for \( N = 120 \). As we can see from this Table an accurate enough description of the random field is achieved with only \( N = 50 \) terms in the SR. The value of \( d_c \) used is located \( 2.5 \times \sigma U_y \) far from the mean displacement response, where \( \sigma U_y \) is the standard deviation of the response.

Next, the proposed methodology was implemented in order calculate the same response statistics together with the probability of failure as discussed previously.

### 5.1.1. Training and testing the neural networks

In a preliminary phase, the ANN architecture is selected; the topology includes \( N \) neurons for the input layer (same as the number of terms of the spectral representation), one hidden layer (the maximum number of neurons \( H_{\text{max}} \) of the hidden layer depends on the number of training samples and the size of the output vector) and 1 neuron for the output layer. The Rprop algorithm was selected for the updating of the weights. In order to further improve the efficiency of the ANN training the inputs/outputs pairs were scaled so the fall in the range \([-1, 1]\). For estimating the optimum number of neuron in the hidden layer different ANNs were trained for increasing number of neurons (1 : \( H_{\text{max}} \)), each re-initialized 10 times in order to check different starting values of the weights and thus avoiding phenomena of over-fitting the data. The best neural network (“optimum”) in terms of the mean square error of the prediction (according to a criterion selected, e.g. \( msc < 10^{-2} \)) is stored.

After the “optimum” ANN is found and stored, its generalization performance towards a set of test data is assessed (the test data contain 50 input/output pairs). The ANN’s performance is calculated based on a Test Error Function (TEF) given by

\[
\text{TEF} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{T_i - O_i}{T_i} \right) \times \%
\]

(31)

where \( N \) is the total number of test patterns, \( T_i \) is the actual response value for the \( i \)th test pattern, and \( O_i \) is the ANN’s estimation of the response for the \( i \)th test pattern. If the TEF is lower than a target value (e.g. 0.1%) then the trained ANN can be used in the framework of MCS otherwise the procedure is repeated by changing the training parameters.

#### 5.1.2. Results for \( N = 50 \)

The results of the proposed methodology for the case of \( N = 50 \) and 100, 500 and 1000 training samples are presented next. Fig. 5 depicts the results of testing the trained ANN which, is an indicator of their quality evaluation. In this figure the actual response value is plotted over the three trained ANN’s estimation for 50 testing patterns. A quantification of these results is given in Table 2. In this Table it can be seen that very close predictions of the response statistics are obtained with the proposed methodology with respect to MCS method. The number of training samples used for training the ANN plays a critical role. Specifically, for the case where 100 LHS samples were used for the training, the relative error of the ANN-SFEM procedure, denoted with “err\text{\%}”, with respect to MCS, in the prediction of the mean value of the vertical displacement of the tip of the cantilever is 5.14% while, by increasing the number to 500 and 1000 LHS samples this error reduces to 1.66% and 0.2136%, respectively. The same behavior is observed for the error in the prediction of the corresponding variance (also denoted as “err\text{\%}”) where, for 100, 500 and 1000 training points, the error was found to be 36.27%, 27.86% and 0.8276%, respectively. This Table also depicts the number of neurons in the hidden layer required for an optimum ANN performance together with the
These are found to be $H = 8, H = 15$ and $H = 29$ for 100, 500 and 1000 training points with corresponding $TEF$ errors 3.475%, 1.241% and 0.6853%, respectively.

Histograms of the displacements $U_y$ for both brute force MCS and the proposed ANN-SFEM approach, are shown in Fig. 6(a) for the 100, 500 and 1000 training points, respectively, while Fig. 6(b) depicts the corresponding cumulative distribution functions (CDFs). As can be observed from this figure, for the case of 100 and 500 training points the histograms and CDFs of the tip displacement obtained with the proposed methodology deviate from the one obtained by the conventional MCS, while for the case of 1000 training samples the results are almost identical to the one obtained with MCS. Table 3 presents the probability of failure estimated with ANN-SFEM with 100, 500 and 1000 training points. For the first case (100 points) was computed at 16% while for the other two cases (500 and 1000 points) it was found 2.5% and 1.99%. The corresponding errors were 700%, 25% and 0.5%, respectively.

A more clear view of the advantage of the proposed methodology over the standard MCS is presented through a comparison of the required computing time. For MCS and for the proposed methodology, the CPU times required are presented in Table 4. In this Table it can be seen that the CPU time required for MCS with 50,000 samples is 111.5 s, while for the same number of simulations with ANN-SFEM and 100 training samples is 0.23 s. For 500 and 1000 samples this time is 1.115 s and 2.23 s, respectively, which, again is 50 times less with respect to standard MCS, within acceptable tolerance (error of less than 0.5%). In this Table the reduction of the CPU time (%) of the ANN-SFEM method compared to the MCS is also presented.

Table 2
Example 1: ANN-SFEM predictions of the mean value and variance of $U_y$ for 100, 500 and 10,000 LHS training points of three different ANNs with 3, 10 and 21 neurons in the hidden layer.

<table>
<thead>
<tr>
<th>ANN samples</th>
<th>Training sample size (FE analyses)</th>
<th>Number of neurons $H$</th>
<th>$TEF$ (%)</th>
<th>Mean $U_y(m)$</th>
<th>$err(U_y)(%)$</th>
<th>Variance $err(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>100</td>
<td>8</td>
<td>3.475</td>
<td>-0.4923</td>
<td>5.14</td>
<td>9.88 x 10^-4</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>15</td>
<td>1.241</td>
<td>-0.4760</td>
<td>1.66</td>
<td>5.23 x 10^-4</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>29</td>
<td>0.6853</td>
<td>-0.4692</td>
<td>0.21</td>
<td>7.19 x 10^-4</td>
</tr>
</tbody>
</table>

Table 3
Example 1: estimation of the probability of failure $P_f$ (probability the displacement of the tip of the cantilever exceeds a critical value $P(U_y < d_{cr})$ and its corresponding error with ANN-based MCS and 50,000 ANN samples.

<table>
<thead>
<tr>
<th>ANN samples</th>
<th>$MCS P_f$</th>
<th>Training sample size (FE analyses)</th>
<th>ANN-MCS $P_f$ (%)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>2</td>
<td>100</td>
<td>16</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>2.5</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>1.99</td>
<td>0.5</td>
</tr>
</tbody>
</table>
5.1.3. Results for N = 120

Although, as shown previously, a number of $N = 50$ is sufficient for the discretization of the power spectrum for this problem, the results of the proposed methodology for the case of $N = 120$ are also presented in order to demonstrate the efficiency of the methodology in cases in which a more dense discretization is required. For this case, 5000 and 10,000 training samples are depicted next. In Fig. 7 we can see a schematic representation of the generalization performance of the ANN while Table 5 shows the results obtained with each trained ANN. For the case were 5000 LHS samples are used for the training the relative error of the ANN-SFEM procedure with respect to MCS, in the prediction of the mean value of the vertical displacement of the tip of the cantilever is 4.698% while, by increasing the number to 10,000 LHS samples this error reduces to 1.069%. The error in the prediction of the corresponding variance for 5000 and 10,000 training points, is found to be 9.241% and 1.931%, respectively. The number of neurons in the hidden layer is also presented in this Table together with the corresponding TEF errors.

Fig. 8 shows the histograms obtained with the proposed methodology together with the ones obtained with brute force MCS for 50,000 simulations while Fig. 9 depicts the corresponding CDFs. As can be observed from these figures, for the case of 5000 training points the histogram and CDF of the tip displacement obtained with the ANN-MCS significantly deviates from the ones obtained by the conventional MCS, while for the case of 10,000 training points the results obtained with the proposed methodology almost coincide with the one obtained with MCS. Table 6 presents the probability of failure estimated with ANN-SFEM with 5000 and 10,000 training points. For the first case (5000 points) was computed at 6% while for the other case (10,000 points) it was found 1.93%. The corresponding errors were 200% and 3.5%, respectively.

Table 7 shows the CPU time required with MCS and ANN-MCS method. Again, we see that a significant reduction in the computational effort required for the estimation of the first two moments of the response and for the probability of failure with the proposed methodology compared to brute force MCS. This reduction is of order 89.9% for 5000 training points and of order 79.9% for 10,000 training points.

5.1.4. Demonstration of distinct advantages of the proposed SR-based approach with respect to KL-based ANN methods

In order to demonstrate the advantage of this approach over KL-based relative methodologies, an exact analytic solution was utilized as reference solution for comparison purposes. This solution is based on the concept of variability response function (VRF), initially introduced by Shinozuka [32] for statically determinate beams and further developed by many researchers [33–38]. According to [34] an exact closed form expression for the response variance for the beam of Fig. 4 is given as

$$\text{Var}[u(x)] = \int_{-\infty}^{\infty} \text{VRF}(x, \kappa) S_f(\kappa) d\kappa$$

where VRF is the variability response function which can be estimated numerically using a fast Monte Carlo simulation (FMCS) approach whose basic idea is to consider the stochastic field as a random sinusoid. The numerical estimation of the VRF through FMCS is extremely important as the closed-form analytic

### Table 4

<table>
<thead>
<tr>
<th>Method</th>
<th>FE analyses</th>
<th>CPU time (s)</th>
<th>% reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCS</td>
<td>50,000</td>
<td>111.5</td>
<td>–</td>
</tr>
<tr>
<td>ANN-SFEM</td>
<td>FE analyses (LHS: Train + test)</td>
<td>0.341</td>
<td>966.6</td>
</tr>
<tr>
<td>ANN-SFEM</td>
<td>100 + 50</td>
<td>1.23</td>
<td>958.86</td>
</tr>
<tr>
<td>ANN-SFEM</td>
<td>500 + 50</td>
<td>2.34</td>
<td>949.21</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>ANN samples</th>
<th>Training sample size (FE analyses)</th>
<th>Number of neurons H</th>
<th>TEF (%)</th>
<th>Mean $U_y$ (m)</th>
<th>$\text{err}^{(\text{rel})}$ (%)</th>
<th>Variance</th>
<th>$\text{err}^{(\text{var})}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>5000</td>
<td>39</td>
<td>3.025</td>
<td>$-0.491$</td>
<td>4.698</td>
<td>7.92 x 10^{-4}</td>
<td>9.241</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>71</td>
<td>0.124</td>
<td>$-0.473$</td>
<td>1.069</td>
<td>7.39 x 10^{-4}</td>
<td>1.935</td>
</tr>
</tbody>
</table>
Table 6
Example 1: estimation of the probability of failure \( P_F \) (probability the displacement of the tip of the cantilever exceeds a critical value \( P(U_y < d_{cr}) \)) and its corresponding error with ANN-based MCS and 50,000 ANN samples.

<table>
<thead>
<tr>
<th>ANN samples</th>
<th>( P_F ) (%)</th>
<th>Training sample size (FE analyses)</th>
<th>ANN-MCS ( P_F ) (%)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>2</td>
<td>5000</td>
<td>6</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10,000</td>
<td>1.93</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 7
Example 1: CPU time for MCS and ANN-SFEM – ANN training and testing.

<table>
<thead>
<tr>
<th>Method</th>
<th>FE analyses</th>
<th>CPU time (s)</th>
<th>% reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCS</td>
<td>50,000</td>
<td>1115</td>
<td>–</td>
</tr>
<tr>
<td>ANN-SFEM (LHS: Train + test)</td>
<td>CPU time (s)</td>
<td>112.615</td>
<td>89.9</td>
</tr>
<tr>
<td>ANN-SFEM 5000 + 50</td>
<td>224.115</td>
<td>79.9</td>
<td></td>
</tr>
<tr>
<td>ANN-SFEM 10,000 + 50</td>
<td>224.115</td>
<td>79.9</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. Error in the estimation of the cantilever’s tip displacement variance as a function of the number of terms \( M \) and \( N \) in the truncated KL and SR methods, respectively.

expressions involve modulating functions that are very difficult to establish. For statically determinant beams, an exact analytical expression for the VRF is

\[
VRF(x, \kappa) = \left| \frac{B_{ij}}{T} \int_0^x h(x, \zeta)M_i(\zeta) e^{\kappa \zeta} d\zeta \right|^2
\]  

(33)

In this formula \( S_f \) is the power spectral density function of the random field \( f(x) \) and \( h(x, \zeta) \) and \( M(\zeta) \) are the beam’s Green [34] and bending moment functions, respectively.

Fig. 10 depicts the error (%) convergence of the response variance at the tip of the beam (\( L = 8 \) m), as a function of the number of terms used in both the proposed SR-ANN methodology and the KL-ANN approach as this is described in [20]. The error is computed with respect to the reference solution of Eq. (32). From this figure it can be seen that the error is decaying for increasing number of terms in both SR-ANN and KL-ANN methods but the rate of the decay in the case of SR-ANN is faster than the KL-ANN method. For example, 100 terms are required for the proposed SR-ANN methodology to reach a target error of 10%, while the same error is reached with the KL-ANN approach with a 35% increased number of terms (150 terms). The same behavior is observed for lower orders of the error, where for example an error lower than 5% is achieved with 135 terms in the SR-ANN method and 200 terms in the KL-ANN. This difference between the number of terms required in the SR-ANN and the KL-ANN method in order to achieve a target error in the estimation of the response variance is of crucial importance in the performance of the neural network, due to the fact that the higher the number of terms is, the higher the dimension of the input training vector and thus higher number of training samples are required in order to obtain the same quality in the training of the ANN. In fact, a 35% increase in the size of the input vector will result in an analog increase of the training samples (~35%) in order to maintain the same performance level of the ANN. This linear dependence between input size and training size has been evidenced in [39], together with a thorough explanation of this phenomenon. The advantage in computational efficiency of the proposed SR-ANN methodology over KL-ANN for the aforementioned distinct case of a relatively short correlation length (\( b = 0.4 \) m), is demonstrated in Table 8, which depicts the CPU time required for both approaches to reach the same target error of 10%. From this Table it can be seen that, following the increase in the training points required for the KL-ANN (15,000 points instead of 10,000), a 35% less computing time is required for the SR-ANN method, to achieve the same performance with the KL-ANN approach.

Finally, as mentioned previously, the eigen-solution of the covariance function in the KL-ANN method involves the solution of an integral equation, for which only a limited number of analytical eigen-solutions are available, only for simple geometries. For most covariance functions, the analytical solution of the integral equation for KL expansion is not tractable and needs to be evaluated numerically. In [23] it was shown that analytical KL gives significantly better results than numerical KL and thus more terms are needed for the numerical KL to represent the random process for a given accuracy. Consequently, the computational cost of the KL and consequently the KL-ANN method is further increased in cases where numerical methods are used for the solution of the Fredholm integral equation. For this example the additional CPU time required for the numerical solution of the
Fredholm equation and 150 terms is 79 s which is almost three times the total SR-ANN CPU time. However, it must be mentioned here that the influence of this additional cost might not be so pronounced in large-scale problems for which the cost of a single analysis is orders of magnitude higher than for the simple beam of this example.

5.2. Non-Gaussian random field

The proposed methodology can be applied also in cases involving strongly non-Gaussian stochastic fields. The two-dimensional perforated plate of Fig. 11 is considered for this case. The domain is a rectangle of length \( L_x = 1 \text{ m} \) and width \( L_y = 1 \text{ m} \), with holes in the center of the domain of radius \( R = 0.1 \text{ m} \) and two symmetric cut-offs at the middle, with dimensions \( a = b = 0.33 \text{ m} \). The domain is discretized with 400 plane stress quadrilateral elements. The model is subjected to a constant uniform tension load \( p = 50 \text{ kN/m} \) along its boundary at its upper side.

The modulus of elasticity is considered to vary randomly along the \( x \)-direction according to the expression \( E(x) = E_0 \cdot (1 + h(x)) \), with mean value equal to \( E_0 = 2.1 \times 10^5 \text{ kN/m}^2 \). \( h(x) \) is a zero-mean random field with standard deviation equal to 0.4 \( (\sigma_h = 0.4) \), defined as

\[
h(x) = F^{-1}\Phi_f(x)
\]

where \( \Phi \) is the standard Gaussian cumulative distribution function and \( F \) is non-Gaussian “U-shaped” beta marginal cumulative distribution function given by:

\[
F = \frac{\Gamma(C+D)}{\Gamma(C)\Gamma(D)} (B-A)x^{-C}A^{-1}x^{-1}(B-x)^{D-1}
\]

The values of parameters are selected as follows: \( A = -1.1 \), \( B = 1.7 \), \( C = 0.5 \), \( D = 0.5 \). The transformation \( F^{-1} \cdot \Phi \) is a memory-less translation since the value of the non-Gaussian random field \( h(x) \) at an arbitrary point \( x \) depends only on the value of underlying Gaussian random field \( f(x) \) at the same point. The resulting non-Gaussian field is called translation field [40]. It must be mentioned here that when simulating a translation field from its underlying Gaussian field, the resulting non-Gaussian field will not possess the specified correlation/power spectral density (a phenomenon referred to as correlation distortion). In order to generate realizations according to a prescribed non-Gaussian power spectrum, iterative approaches are typically used such as that proposed in [41]. In this work the underlying Gaussian field \( f(x) \) is simulated according to the spectral density function of Eq. (30) using the spectral representation method with standard deviation equal to one \( (\sigma_f = 1) \) and correlation length equal to five \( (\beta = 5) \). For the generation of the Gaussian random field, \( N = 128 \) terms in the truncated spectral representation are selected in a way similar to the first example. For each realization, the y-displacement of the upper right node is monitored. Response statistics are used to estimate the mean value and the variance as well as histograms of \( U_y \). First, a brute force MCS is performed with \( N_{MCS} = 50,000 \). The results are gathered in Table 9 and the histogram of the response is presented in Fig. 12.

Next, the proposed methodology is applied in order estimate the mean value and the variance of the response. Regarding the ANN topology in this case \( N = 128 \) neurons for the input layer (same as the number of terms of the spectral representation) are selected, one hidden layer and 1 neuron for the output layer. The results of the proposed methodology for different training sample sizes for the ANN are depicted in Table 10. Finally, the histograms computed using the proposed approach for various training sample sizes are plotted in Figs. 13, 14 and 15.

From Table 10 it can be seen that again very close predictions of the response statistics are obtained with the proposed methodology with respect to MCS method. As discussed before, the number of the training samples affects the performance of the ANN training. For example in the case where 1500 LHS points were used, the error in the prediction of the mean value of the displacement is almost 20% while the error in its variance is of order 15%. By increasing the number of training samples to 4000 the results obtained with the ANN are significantly improved and the errors of in the prediction of the mean value of the response and its variance are reduced to 9% and 7%, respectively. Finally, by using 10,000 training points the results we obtain are similar to the results obtained with brute force MCS; the errors of in the prediction of the mean value of the response and its variance are 0.0% and 2%, respectively. Observing Figs. 13, 14 and 15 we can see that, for the case of 1500 training points the histogram of the displacement obtained with the proposed methodology deviates from the one obtained with brute force.

Example 2: histogram of 50,000 predictions of the displacement of the upper right node of the plate along the y-axis, obtained with the ANN with 1500 training points.

![Fig. 12](image12.png)

**Fig. 12.** Example 2: histogram of the displacement of the upper right node of the plate along the y-axis, obtained with 50,000 MCS.

**Table 9**

<table>
<thead>
<tr>
<th>PE analyses</th>
<th>Mean ( U_y ) (m)</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>0.0033</td>
<td>2.26 \times 10^{-6}</td>
</tr>
</tbody>
</table>

Example 2: MCS estimates of the first two moments of \( U_y \).

![Fig. 13](image13.png)

**Fig. 13.** Example 2: histogram of 50,000 predictions of the displacement of the upper right node of the plate along the y-axis, obtained with the ANN with 1500 training points.
obtained by the conventional MC, while for the case of 10,000 training points the histogram is almost identical to the one obtained with MC. From these figures it is concluded that also in this strongly non-Gaussian case the proposed methodology converges to the results of the brute force MCS in a robust and efficient manner at a fraction of computational time. The CPU time required for the above calculations is depicted in Table 11. From this Table it can be seen that the CPU time required for MCS with 50,000 samples is 51,595 s while the CPU time required for the same number of simulations with ANN-SFEM with 1500, 4000 and 10,000 training samples is 1625.21, 4201.32 and 10,390 s, respectively. Again, in this time we must add the time required for the ANN testing (around 50 s) and the duration of the training procedure plus the time needed for the trained ANN to simulate the samples. Thus, a reduction around 80% was achieved for the more accurate ANN-SFEM case of 10,000 training points.

6. Conclusions

In this paper a neural network assisted stochastic finite element analysis of static linear models is proposed in the context of Monte Carlo simulation for assessing the spread of stochastic response under the presence of uncertain parameters described as random fields. The basic idea is to achieve a dimensionality reduction of the I/O ANN training space by using as input vector the random phase angles of the spectral representation method. A further improvement of the efficiency of the proposed approach is achieved by efficiently sampling the random phase angles in the range \([0, \pi/2]\) using a LHS technique. The presented test examples demonstrated the efficiency of the proposed SR-based ANN stochastic FEM and its distinct advantages with respect to other existing ANN-SFEM methods. Acceptable results were achieved at a fraction of computing time compared to the standard Monte Carlo simulation with finite element analysis. The method can be applied also in a straightforward manner to two and three-dimensional stochastic fields. Consequently, this method seems to be an efficient tool towards the direction of accurately assessing the effect of a random spread of design quantities in real world structures at an affordable computational cost. We can thus summarize that neural networks offer an alternative way of performing stochastic analysis of structural systems especially for problems where conventional methods cannot be efficiently applied. An extension of this method to non-linear and/or dynamic mechanics is considered a task for future work since these types of problems are most relevant in structural mechanics.
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