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#### Abstract

Buckling loads of thin-walled I-section beamcolumns exhibit a wide stochastic scattering due to the uncertainty of imperfections. The present paper proposes a finite element based methodology for the stochastic buckling simulation of I-sections, which uses random fields to accurately describe the fluctuating size and spatial correlation of imperfections. The stochastic buckling behaviour is evaluated by crude Monte-Carlo simulation, based on a large number of I-section samples, which are generated by spectral representation and subsequently analyzed by nonlinear shell finite elements. The application to an example I-section beam-column demonstrates that the simulated buckling response is in good agreement with experiments and follows key concepts of imperfection triggered buckling. The derivation of the buckling load variability and the stochastic interaction curve for combined compression and major axis bending as well as stochastic sensitivity studies for thickness and geometric imperfections illustrate potential benefits of the proposed methodology in buckling related research and applications.
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## 1 Introduction

Imperfections in thin-walled I-sections denote small variations of geometry and material parameters from their nominal values, which result from random events during industrial manufacturing, transportation and on-site assembly [7,47]. Thin-walled structures such as I-section members typically exhibit a detrimental imperfection sensitivity, which drastically reduces their ultimate load bearing capacity compared to their theoretical strength [8,9,33]. Additionally, the uncertainty of imperfections leads to a stochastic variability of buckling loads in nominally identical members [15,47]. The standard simulation approach for imperfection triggered buckling assumes imperfections in the form of the critical Eigenmode of the perfect structure [34,47], whose amplitude can additionally be modulated by a random variable to include the aspect of uncertainty [ $18,22,35]$. A more sophisticated approach based on a random field formulation of imperfections has been extensively applied for the stochastic buckling analysis of thin-walled cylindrical shells, using either spectral representation of random fields [4,25-29,42] or the Karhunen-Loève expansion [12,36-38]. Random field based imperfection modeling has also been recently applied to a broader range of structures, such as beams, plates, frames and arches $[6,11,23,46]$.

Against this background, the paper at hand proposes the adoption of random fields for modeling geometric and thickness imperfections in I-sections. A random field represents an ensemble of spatial functions, whose exact values are
a-priori indeterminate, but follow a probability distribution and a correlation function $[24,30,48]$. Random fields are thus able to describe the spatial variability of imperfections without relying on the standard Eigenmode concept. The imperfection model considered is a combination of several homogeneous and evolutionary Gaussian random fields that account for the specific characteristics of local and global geometric as well as thickness imperfections. Its stochastics, in terms of random shapes and amplitudes, are characterized by power spectra $[31,32]$, which are calibrated from series of imperfection measurements by power spectrum estimation techniques [30,39,48]. For the accurate estimation of evolutionary power spectra, the recently proposed method of separation is applied [39], which combines accurate spectrum resolution in space with an optimum localization in frequency and can thus reliably handle the strong narrow-bandedness of imperfection measurements. With known power spectra, an arbitrary number of imperfect I-section samples can be generated by spectral representation [40,41,43]. The samples are discretized with the natural mode based triangular shell element TRIC $[1-3,5]$ and the stochastic behaviour of the system at ultimate strength is determined by geometrically and materially non-linear FE analyses in conjunction with a crude Monte-Carlo approach.

The proposed methodology is illustrated for a realistic example of a short-length I-section beam-column, for which a large-scale imperfection database is available [19]. The simulated buckling behaviour of the imperfect I-section member is first assessed from physical, experimental and stochastic points of view. Sensitivity studies for geometric and thickness imperfections are then conducted to determine their relative impact on the stochastic buckling behaviour. The imperfect I-section model is finally examined under different combinations of axial compression and major axis bending to derive a stochastic interaction curve. The results demonstrate that the proposed methodology achieves a comprehensive and realistic description of the physical buckling phenomena for I-section beam-columns in terms of ultimate strength, load-displacement response, mode shapes and their stochastic variabilities.

The paper is organized as follows: Section 2 briefly discusses aspects of the stochastic finite element method. Section 3 deals with conceptual modeling of imperfections using random fields. Section 4 illustrates the corresponding finite element discretization. In Sect. 5, numerical results of the proposed methodology are presented for the I-section beamcolumn example.

## 2 Basic elements of stochastic FEM

Stochastic finite element techniques combine deterministic FEM with stochastic strategies from reliability analysis, signal processing and probability theory [14,37,44,45].

Some basic background principles of the methods used in this study are provided in the following.

### 2.1 The non-linear shell finite element TRIC

The finite element computations are performed with the multi-layered, shear-deformable triangular facet shell element TRIC, which is based on the natural mode method [1]. It has been proven to be robust, locking-resistant and cost-effective for nonlinear analysis of thin and moderately thick isotropic as well as composite plate and shell structures [2,3,5]. The TRIC element has 18 degrees of freedom ( 6 per node), which lead to 12 natural straining modes generated by a projection of the Cartesian nodal displacements and rotations on the edges of the triangle. The natural stiffness matrix is derived from the statement of variation of the strain energy with respect to the natural coordinates. The geometric stiffness is based on large deflections but small strains. The elasto-plastic stiffness of the element is obtained by summing up the natural elasto-plastic stiffnesses of the element layers. The resulting non-linear system of equations is solved by the arc-length path-following method, which is able to predict reliably the full non-linear pre- and post-buckling response [3,13].

### 2.2 Power spectrum estimation and spectral representation

A random physical phenomenon can be simulated by spectral representation on the basis of a series of $m$ experimental measurements that are interpreted as realizations $h^{(i)}(x), i=$ $1,2, \ldots, m$ of the underlying random field $h(x)$ [30-32,48]. Measurements $h^{(i)}(x)$ are first divided into a deterministic mean $\mu(x)$ and zero-mean components $f^{(i)}(x)$. If the zeromean field $f(x)$ can be assumed to be homogeneous, the corresponding power spectrum $S_{h}(\omega)$ can be estimated by the periodogram $[30,48]$
$\tilde{S}_{h}(\omega)=E\left[\frac{1}{2 \pi L} \cdot\left|\int_{0}^{L} f^{(i)}(x) \cdot \mathrm{e}^{-I \omega x} d x\right|^{2}\right]$
where the term in absolute value is the Fourier transform of $f^{(i)}(x), E[]$ denotes the operator of mathematical expectation, $L$ is the length of $f^{(i)}(x)$ and $I$ is the complex unit. If the zero-mean part $f^{(i)}(x)$ of the measurements are evolutionary and can be assumed to be approximately separable, the corresponding power spectrum $S(\omega, x)$ can be estimated by the method of separation [39]
$\tilde{S}(\omega, x)=E\left[\left|f^{(i)}(x)\right|^{2}\right] \cdot \frac{\tilde{S}_{h}(\omega)}{2 \int_{0}^{\infty} \tilde{S}_{h}(\omega) d \omega}$
The left hand side of Eq. (2) denotes the estimated mean square; the right hand side represents a normalization of
the periodogram based homogeneous estimate $\tilde{S}_{h}(\omega)$ from Eq. (1). Due to the decoupling into a spatial and a frequency part, which simultaneously allows an accurate resolution in space and an optimum localization in frequency, the method of separation Eq. (2) is especially suitable for the robust estimation of strongly narrow-band power spectra, as they are typical for geometric imperfection measurements. The complete derivation of the method of separation and a comparison with standard techniques for the estimation of different benchmark spectra has been recently presented in [39]. In particular, this study shows both analytically and numerically that for separable spectra the estimation of Eq. (2) converges to the true spectrum for an infinite number of input samples. Furthermore, it shows that the method of separation yields considerably better estimation results for strongly narrowband imperfection samples than any standard evolutionary estimation technique.

If the power spectrum $S_{h}(\omega, x)$ of $f(x)$ is known, an arbitrary number $m$ of corresponding random samples can be generated by the spectral representation method [40,41,43], which reads for a one-dimensional univariate zero-mean Gaussian random field
$f^{(i)}(x)=\sqrt{2} \sum_{n=0}^{N-1} A_{n} \cos \left(\omega_{n} x+\phi_{n}^{(i)}\right)$
with
$A_{n}=\sqrt{2 \cdot S\left(\omega_{n}, x\right) \cdot \Delta \omega}$
$\omega_{n}=n \cdot \Delta \omega$
$\Delta \omega=\omega_{u p} / N$
$A_{0}=0 \vee S\left(\omega_{0}, x\right)=0$
where $i=1,2, \ldots, m$ and $n=0,1,2, \ldots,(N-1)$. The parameter $\omega_{u p}$ is the cut-off frequency, beyond which the power spectrum is assumed to be zero, the integer $N$ determines the discretization of the active frequency range, and $\phi_{n}^{(i)}$ denotes the $i^{\text {th }}$ realization of $N$ independent phase angles uniformly distributed in the range $[0,2 \pi]$. To obtain samples of the original random field $h(x)$, the deterministic mean $\mu(x)$ has to be superposed to Eq. (3).

### 2.3 Monte-Carlo simulation (MCS)

In the present context of I-section buckling, the general MCS strategy can be interpreted as follows:

1. Define a random field based conceptual model of an imperfect I-section member.
2. Generate $m$ imperfect I-section realizations by spectral representation and determine the corresponding $m$ individual buckling loads $P_{\text {crit }}^{i}, i=1,2, \ldots m$ by deterministic FE computations.
3. Evaluate the buckling load variability from the individual buckling loads $P_{\text {crit }}^{i}, i=1,2, \ldots m$.

In the present study, the load variability is described by scatter plots, histograms and stochastic key parameters mean $\mu$, standard deviation $\sigma$ and coefficient of variation $\operatorname{Cov}=\sigma / \mu$, which represents an objective normalized measure of stochastic dispersion.

## 3 Conceptual modeling of an imperfect I-section

In the following, the available example database [19] is briefly presented and the random field based imperfection model and its implementation for an I-section beam-column are derived in detail.

### 3.1 Test specimen and imperfection measurements

The report [19] contains extensive imperfection measurements for a series of six nominally identical, 2 m long, welded I-section members as illustrated in Fig. 1. Web stiffeners and plates at the ends of the specimens enable levers to be rigidly connected for the transfer of moments. A horizontal reaction frame as shown in Fig. 2 has been used to determine the buckling loads for several load cases, which consist of pure compression, pure major-axis bending as well as combined compression and major-axis bending.

Geometric imperfections have been measured with displacement transducers at 9 cross-sectional positions in distances of 25 mm along the beam axis as shown in Fig. 1b. Since the members are assumed to be perfectly aligned in the reaction frame, the one-dimensional imperfection signals are referred to a straight line fitted through the two end point readings. The report contains five types of local imperfections, displaying directly the measurements at positions $\delta_{1}, \delta_{3}, \delta_{4}, \delta_{5}$ and $\delta_{7}$, and three global imperfections, which have been processed from the rest of the local measurements as
$u=\frac{\delta_{8}+\delta_{9}}{2}$
$v=\frac{\delta_{2}-\delta_{6}}{2}$
$\theta=\frac{\delta_{9}-\delta_{8}}{600 \mathrm{~mm}}$
Parameters $u, v$ and $\theta$ represent global cross-sectional translations in weak and strong axis directions and rotation about the cross-sectional center of gravity. A cross-correlation analysis between the eight measurement components was performed, which did not yield a systematic interdependence. Therefore, these parameters are assumed to be fully uncorrelated. Some example measurements are given in Fig. 3.


Fig. 1 The I-section test member. The total length and the free length between stiffened parts are 2000 and 1330 mm , respectively. a Section dimensions. b Displacement transducers. c Length dimensions, additional stiffeners and plates

Fig. 2 Reaction frame for beam-column buckling tests [19]


Thickness imperfections have been measured only locally at two different positions per specimen, from which the mean $\mu_{\mathrm{t}}=4.8842 \mathrm{~mm}$ and standard deviation $\sigma_{\mathrm{t}}=0.0664 \mathrm{~mm}$ can be evaluated. Material parameters show no variations within measurement accuracy and are therefore considered deterministic with: Young's modulus $E=2.1 \cdot 10^{5} \mathrm{~N} / \mathrm{mm}^{2}$, yield stress $\sigma_{\mathrm{y}}=400 \mathrm{~N} / \mathrm{mm}^{2}$ and Poisson's ratio $v=0.3$. Residual stress measurements are used to calibrate a standard deterministic residual stress block model $[19,47]$ as shown in Fig. 4, which specifies the residual normal stresses in longitudinal member direction to be superposed as a pre-stress throughout all following computations.

### 3.2 Geometric imperfection model

In view of available imperfection measurements, the conceptual geometric imperfection profile is defined by five local and three global components, which are illustrated in Fig. 5.


Fig. 3 Examples of measured geometric imperfections

Local imperfections $\lambda_{1}$ to $\lambda_{5}$ describe local geometric inaccuracies perpendicular to the flange and web plates in the crosssectional plane. They are superposed to the perfect outer flange edges and web center, while the web-flange junctions


Fig. 4 Measured residual stresses (left) [19] and residual stress model (right) with $C_{f}=18.11 \mathrm{~mm}, C_{w}=25.98 \mathrm{~mm}$. Tensile and compressive stress blocks are assumed at 400 and $-110 \mathrm{~N} / \mathrm{mm}^{2}$
remain perfect. Intermediate imperfections in flanges and web are interpolated linearly and parabolically, respectively. The assumptions of fixed junctions and interpolation shapes are confirmed by measurements at intermediate plate points in similar I-sections [18]. Global imperfections $\gamma_{1}$ to $\gamma_{3}$ describe deviations from perfect alignment, i.e. weak and strong axis translations and cross-sectional rotation, which are superposed to the locally imperfect geometry.

The random field representation for local components $\delta_{k}, k=1,2,3,4,5$, is assumed to be zero-mean and homogeneous, so that corresponding power spectra $\tilde{S}_{k}(\omega)$ can be estimated by inserting measurements $\delta_{1}, \delta_{3}, \delta_{4}, \delta_{5}$ and $\delta_{7}$ into the periodogram Eq. (1). The random field representation for global components $\gamma_{l}, l=1,2,3$, consist of mean functions
$\mu_{l}$ evaluated from the corresponding series of processed measurements $u, v$ and $\theta$, and of the corresponding zero-mean evolutionary random fields, whose power spectra $\tilde{S}_{l}(\omega, x)$ are estimated by inserting the zero-mean parts of $u, v$ and $\theta$, into the method of separation Eq. (2). In view of Eq. (3), an arbitrary number of local and global random field samples $\lambda_{k}$ and $\gamma_{l}$ can then be generated by spectral representation as
$\lambda_{k}^{(i)}(x)=\sqrt{2} \sum_{n=0}^{N-1} A_{k, n} \cdot \cos \left(\omega_{n} x+\phi_{n}^{(i)}\right)$
$A_{k, n}=\sqrt{2 \cdot \tilde{S}_{k}\left(\omega_{n}\right) \cdot \Delta \omega}$
$\gamma_{l}^{(i)}(x)=\mu_{l}+\sqrt{2} \sum_{n=0}^{N-1} A_{l, n} \cdot \cos \left(\omega_{n} x+\phi_{n}^{(i)}\right)$
$A_{l, n}=\sqrt{2 \cdot \tilde{S}_{l}\left(\omega_{n}, x\right) \cdot \Delta \omega}$
where $\Delta \omega=3 \cdot 10^{4} \mathrm{rad} / \mathrm{mm}$ and parameters $i, n$ and $\phi$ are analogous to Eq. (3). The complete geometric profile at each longitudinal position $x$ is obtained by mapping the initial perfect cross-sectional geometry $(y, z)$ to the imperfect cross-sectional geometry $(Y, Z)$ in the form

$$
\begin{align*}
{\left[\begin{array}{l}
Y \\
Z
\end{array}\right]=} & {\left[\begin{array}{c}
y \\
z
\end{array}\right]+\alpha \cdot \underbrace{\left(\left[\begin{array}{c}
0 \\
\lambda_{k} \cdot \frac{|2 y|}{B}
\end{array}\right]+\left[\begin{array}{c}
\lambda_{5} \cdot\binom{\left.1-\left(\frac{2 z}{D-t}\right)^{2}\right)}{0} \\
\end{array}\right.\right.}_{\text {local components }}+\underbrace{\left.\left[\begin{array}{l}
\gamma_{1} \\
\gamma_{2}
\end{array}\right]+\left[\begin{array}{cc}
\cos \gamma_{3}-\sin \gamma_{3} \\
\sin \gamma_{3} & \cos \gamma_{3}
\end{array}\right] \cdot\left[\begin{array}{c}
y \\
z
\end{array}\right]\right)}_{\text {global components }} }
\end{align*}
$$

where $B, D$ and $t$ denote flange width, section height and plate thickness of the I-section according to Fig. 1, and $\alpha$ is a parameter that controls the magnitude of the imperfections. For $\alpha=1$, amplitudes and spatial correlation of Eq. (8)

Fig. 5 Conceptual model for geometric imperfections. a The five local components $\lambda$ at the flange edges and the web center (left side). b The three global components $\gamma$ (right side)



Fig. 6 Homogeneous periodograms of some global and local measurements. Global and local frequency ranges are separated at a half-wave number of 2.5 . The power spectra of $\delta_{3}$ and $\delta_{4}$ in the frequency range
correspond to the imperfection measurements. By increasing $\alpha>1$, the amplitudes of the imperfection samples are magnified, which is later used to illustrate the sensitivity of buckling behaviour of the I-section to the magnitude of geometric imperfections. The flange index in $\lambda_{k}, k=1 \ldots 4$ has to be chosen according to the current flange position of $(y, z)$.

### 3.3 Measurement based power spectra for geometric imperfections

Despite the analogy between experimental measurements and imperfection model, power spectra directly obtained from experimental data are inaccurate, because imperfection measurements comprise both local and global components. This is illustrated in Fig. 5 by comparing the measured flange imperfection $\lambda_{3}$ with its purely local counterpart $\lambda_{2}$ of the conceptual model, which are completely different.

According to experiments [18] as well as design guidelines $[16,47]$, local and global geometric imperfection components in I-sections consist of small-scale, short-wave local oscillations and long-wave global oscillations with much larger amplitudes. It is therefore assumed in this work that the imperfection measurements can be separated in the frequency domain $\omega$ into two distinct parts, containing smaller local wave-lengths and larger global wave-lengths. Since imperfections in the form of Eigenmodes of the perfect structure have potentially the most decisive influence [ $8,10,18,47]$, it is sufficient to separate the critical local and global wave-lengths that correspond to a local or global buckling mode of the perfect I-section member. Buckling mode shapes occur in the present case in the form of longitudinal half-waves (see Sect. 4.1), whose number $n_{h w}$ as a function of frequency $\omega$ can be calculated by
$n_{h w}=\frac{\omega \cdot L_{0}}{\pi}$
where $L_{0}=1330 \mathrm{~mm}$ is the free length of the member. The global Euler modes comprise at most 2 half-waves along the
[ $0.006 ; 0.015$ ] characterize corresponding local imperfection models $\delta_{2}$ and $\delta_{5}$
longitudinal member axis, whereas the lowest local buckling mode consists of already 4 half-waves. Therefore, the frequency axis is partitioned into two distinct frequency bands
$\omega_{\text {global }}=(0.000 ; 0.006)[\mathrm{rad} / \mathrm{mm}]$

All spectrum values in the derived local and global power spectra, which are located outside the local or global frequency ranges $\omega_{\text {local }}$ and $\omega_{\text {global }}$, respectively, are neglected in Eqs. (6) and (7), so that local imperfection samples lack the global frequencies and vice versa. According to Eq. (9), the limit $\omega=0.006 \mathrm{rad} / \mathrm{mm}$ represents 2.5 half-waves, so that local and global ranges contain the critical imperfection frequencies for local and global buckling, respectively. Figure 6 shows homogeneous periodograms of some local and global imperfections, each evaluated from the corresponding series of six measurements. They illustrate the typical frequency content of local and global imperfection measurements and its separation according to half-wave numbers $n_{h w}$ of Eq. (9) and local and global frequency ranges according to Eqs. (10a) and (10b), respectively. It can be observed that frequencies larger than $\omega=0.015 \mathrm{rad} / \mathrm{mm}$ have a comparatively small contribution to the power spectrum. However, a conservative upper cut-off frequency in the local range $\omega_{\text {local }}$ is assumed to be $\omega=0.1 \mathrm{rad} / \mathrm{mm}$.

Additionally, evolutionary power spectra and mean functions of the global imperfection model have to be released from spurious high-frequency oscillations in spatial direction which is a consequence of the small number of input measurements in the method of separation [39]. This can be accomplished by a simple spectral smoothing algorithm [24,39]
$\hat{\phi}\left(x_{k}\right)=\frac{1}{2 n+1} \sum_{m=-n}^{n} \phi\left(x_{k+m}\right)$
where $\phi$ and $\hat{\phi}$ are the initial and smoothed quantity, represented by discrete sample points $x_{k}$ in space. Eq. (11) can

Fig. 7 Examples of computed mean functions and evolutionary power spectra for global imperfections $\gamma$. a Initial and smoothed mean functions $\mu$ of global translational imperfections, evaluated by ensemble averaging and the smoothing algorithm Eq. (11). b Evolutionary power spectrum for the zero-mean part of global weak axis translation $\gamma_{1}$, evaluated by the method of separation Eq. (2). c Final evolutionary power spectrum for $\gamma_{l}$ after smoothing with Eq. (11)

(b)

(c)

be seen as a moving window with empirical window size $2 n+1$, which successively replaces the central value by the arithmetic average of all visible values. The computed mean values and evolutionary power spectra sampled at $2^{9}$ equally spaced discrete points $x_{k}$ are smoothed with $n=20$. Some examples of the initial and smoothed mean functions of the global translational imperfections as well as of computed evolutionary power spectra of the global weak axis translation $\gamma_{l}$, are shown in Fig. 7. Figure 8 illustrates typical local homogeneous flange and web imperfections, global non-homogeneous translations and cross-sectional rotation as well as the complete geometric imperfection profile.

### 3.4 Thickness imperfection model

For thickness imperfections, only mean $\mu_{t}$ and standard deviation $\sigma_{t}$ are available (see Sect. 3.1), but no correlation
information that describes the spatial thickness variability. Therefore, the standard approach assuming the spatial variability in the form of the lowest perfect local Eigenmode is applied, which consist of four longitudinal half-waves. With Eq. (3) in mind, thickness samples $t^{(i)}$ are obtained as
$t^{(i)}=\mu_{t}+\beta \cdot \sqrt{2} \sigma_{t} \cos \left(\omega_{4} x+\phi_{i}\right)$
with
$S_{4}=\frac{\sigma_{t}^{2}}{2 \Delta \omega}$
$\omega_{4}=\frac{4 \cdot 2 \pi}{L_{0}}$
$\Delta \omega \rightarrow 0$
where $L_{0}$ denotes the free length of the column. The parameter $\beta$ is a scale factor analogous to $\alpha$ of Eq. (8) which is used later to examine the thickness imperfection sensitivity


Fig. 8 Typical I-section samples with local and global geometric imperfections ( 80 x enlarged). a Flange Imperfection $\lambda_{1}-\lambda_{4}$. b Web Imperfections $\lambda_{5}$. $\mathbf{c}$ Weak Axis Translation $\gamma_{1}$. d Strong Axis Translation $\gamma_{2}$. e Cross-Sectional Rotation $\gamma_{3}$. f Complete Profile Eq. (8)
of the I-section. Each sample $t^{(i)}$ is characterized by a single random variable $\phi_{i}$, which generates a uniformly distributed phase shift. Since the width of the I-section plate components is several times smaller than their longitudinal length, thickness variation in space is assumed to be far more pronounced along the longitudinal I-section axis than in the transverse direction. Thickness imperfections are therefore modeled as a one-dimensional random field along the longitudinal axis in each of the three plate components. Three realizations of the random field-one for each flange and one for the web-are thus necessary for one I-section sample with imperfect thickness.

### 3.5 Boundary conditions

The I-section model takes into account the free-length part of I-section samples starting at position $x^{\prime}$ (see Fig. 1c), for which appropriate boundary conditions at the interface between stiffened and free-length parts have to be enforced.

Displacement boundary conditions: Due to the perfect pins at the member ends, rotations about the major $y$-axis and translations along the $x$-axis are left unconstrained. According to [19], rotations about the minor $z$-axis are constrained. Due to additional stiffeners and plates, rotations about the longitudinal axis and translations along the $y$-axis are prevented. The central web points at both boundaries are constrained against $z$-axis translations, and the central web point at one boundary against $x$-axis translation.

Applied forces: Forces at the interface boundaries resulting from the compression and bending jacks (see Fig. 2) are transferred to equivalent stresses in $x$-direction, however, always with respect to the perfect plate thickness. These forces are increased via the arc-length nonlinear algorithmic procedure [13]. Furthermore, the effect of the weight of the I-section member and half of the moment actuator bracings and levers is considered by applying equivalent displacements in $y$-direction, calculated beforehand according to Euler-Bernoulli beam theory.

## 4 Discretization with stochastic finite elements

Some central issues of the finite element discretization of the perfect geometry and the random field based imperfection models are shortly addressed here.

### 4.1 Discretization of the perfect structure

As illustrated in Fig. 9a, the I-section member is discretized by approximate squares, each of which consists of a pair of triangular TRIC shell elements. The deterministic constitutive law is isotropic Von Mises plasticity without hardening. Each element consists of 6 layers, which guarantee gradual through-the-thickness plastification. The additional axial stiffness and moments of inertia due to the welding material is compensated by overlapping of the web-flange junction elements and by slightly increasing their thicknesses (see Fig. 9b). Experiments show that web-flange junctions


Fig. 9 Finite Element Discretization of the Free-Length Part. a Zoom 1 Position of membrane elements (grey-shaded). Zoom 2 Greyshaded elements implement the warping stiffness. The boundary condi-
tions are imposed at the dashed line. $\mathbf{b}$ Discretization of the flange-web junctions. Membrane elements are grey-shaded

Fig. 10 Buckling in I-sections: Global flexural-torsional and local flange-web modes. a Global Flexural Mode. b Global Torsional Mode. c Primary Local Mode. d Secondary Local Mode

Fig. 11 Deformation at failure of the perfect structure. Out of plane deformations are magnified. a Elastic pre-buckling deformation.
b $1^{\text {st }}$ buckling mode
(a)

(b)

(c)

(d)


remain unaffected by local buckling deformations [19]. This is achieved by applying displacement constraints between the outer junction nodes with two very stiff TRIC membrane elements (see Fig. 9a, b). These elements are not allowed to bend and thus cannot interact along the longitudinal axis. Since at the interface between free and stiffened parts, the out-ofplane distortion of the cross-section is fully restrained in the reaction frame (see Figs. 1 and 2), the development of normal stresses due to warping in the flanges have to be ensured in the finite element model. This is accomplished by introducing some warping stiffness via an additional layer of very stiff TRIC elements placed at both ends behind the interface boundaries (see Fig. 9a). The effect of these virtual stubs is restricted to giving resistance against in-plane distortion and does not influence the above defined boundary conditions.

The buckling failure of typical I-section beam-columns constitutes a very complex process, which consists either of local web and flange buckling, global flexural and torsional buckling (see Fig. 10), or the interaction of several of these buckling phenomena [10, 17]. Due to its short length of 1330 mm , the stability behavior of the chosen example member is exclusively governed by the primary local mode shown in Fig. 10c, with various numbers of half-waves in longitudinal axis direction (see Fig. 12). The clearly pre-defined local failure phenomenon of the chosen short I-section member facilitates a detailed assessment of the impact of the random field based imperfection and the verification of the resulting buckling simulation. The elastic pre-buckling deformation and the perfect $1^{\text {st }}$ mode shape as well as the axial load-displacement diagram of the perfect structure and characteristic


Fig. 12 Buckling response of the perfect structure under axial compression. a Axial load-displacement response. b Normalized web center displacements at failure


Fig. 13 Convergence study for the effective mesh density
half-waves of the first three perfect modes are shown in Figs. 11 and 12, respectively. The secondary paths in the post-buckling regime exhibit the typical festoon shape frequently found in thin-walled shell structures [8,9,33]. The identified $1^{\text {st }}$ perfect local buckling mode of half-wave length 332.5 mm is in good agreement with elastic finite strip analyses for the same I-section with a critical half-wavelength of 300 mm [21].

### 4.2 Discretization of the imperfect structure

The integration of the stochastic imperfection models into the finite element framework necessitates the discretization of the continuous random fields as well. Geometric imperfections are directly incorporated into the finite element mesh by the imperfect geometry of nodal coordinates. Thickness


Fig. 14 Axial load-displacement response of a random geometrically imperfect sample compared to perfect and experimental response
imperfections are discretized by the midpoint method [45], which simply approximates the random field in each element by a single random variable defined as the value of the field at the triangle's centroid. The effect of the residual stresses is taken into account in each element by adding the residual stress components to regular stresses for the computation of the final stress state.

A suitable mesh density for the stochastic finite element model is chosen following a parametric convergence study. Fifty random geometrically imperfect samples are generated and corresponding ultimate buckling loads under axial compression are evaluated for five different mesh densities with approximately $8.000,13.000,20.000,31.000$ and 45.000 degrees of freedom, respectively. The average deviation of buckling loads from the results of the finest mesh is then
determined for all other discretizations as shown in Fig. 13. Accepting a potential mean error of around $2 \%$, the third mesh size, also shown in Fig. 9a, with 3.404 nodes, 6.876 elements and 20.169 degrees of freedom is chosen for the subsequent numerical tests.

## 5 Stochastic buckling simulation of an imperfect I-section member

In this section, the results of the proposed methodology for the I-section beam-column are assessed in detail from theoretical, experimental and stochastic points of view.

### 5.1 Buckling of the geometrically imperfect column: theoretical and experimental points of view

The influence of the geometric imperfection model is first investigated by monitoring axial load-displacement response and overall deformation of a single geometrically imperfect sample column under axial compression. Figure 14 shows the deviation of the experimental and computed imperfect non-linear load-displacement response from the corresponding perfect case. The gradual transition between ranges (1) and (3) of the response curve is characterized by the onset of local buckling (2). The non-linear range (3) is terminated by a bifurcation point (4), which represents the ultimate strength of the structure and is followed by the post-buckling regime (5).

The evolution of buckling is illustrated in Fig. 15 with some snapshots of the deformed structure. Due to their small
size, the critical deformations perpendicular to the web and flange plates are magnified by a factor $\xi$. Small non-linear deformations perpendicular to the plates are already present at early stages of the initial linear range, directly arising from the presence of geometric imperfections (see Fig. 15a). At the local buckling point (2), some parts of these non-linear deformations start to grow at an excessive rate, thus taking control of the overall deformation behaviour of the I-section member (see Fig. 15b, c). The final buckling mode at failure (Fig. 15d) gradually evolves from the imperfection triggered local buckle at the front end of the member, which corresponds to the elastic pre-buckling deformation in the perfect structure (see Fig. 15a). The failure mode exhibits local buckles in the form of five longitudinal half-waves, similar to the 2 nd buckling mode of the perfect I-section (compare to Fig. 12b).

During the experiment, the I-section column specimen initially experienced local buckling of the flanges that led to the fast evolution of the typical half-waves along the complete length at ultimate strength (see Fig. 16). The slight unphysical increase in axial stiffness in the experimental load-displacement response in Fig. 14 is likely to be attributed to an unintended side-effect of the experimental set-up. The sensitive reaction of the examined finite element discretization to the presence of random field based imperfections in conjunction with the good agreement of load-displacement response and mode shapes with experiments suggests that the present methodology is able to predict the reduction and scattering of buckling loads in realistic conditions. Experimental as well as computed buckling response indicate that the examined medium-length I-section is moderately

Fig. 15 Snapshots from the deformation history of a random sample under axial compression. a $P=600 \mathrm{kN}(\xi=250)$ : Imperfections determine pre-buckling shape. b $P=782 \mathrm{kN}(\xi=25)$ : Onset of local buckling. c $P=814 \mathrm{kN}(\xi=15)$ : Gradual evolution of 2nd mode from local buckle d $P=832 \mathrm{kN}(\xi=5)$ : Fully developed 2 nd mode at ultimate strength



Fig. 16 Experimental failure in primary local buckling mode of I-section test specimen [19]


Fig. 17 Axial load-displacement response of two sets ( $\alpha=1$ and $\alpha=6$ ) of imperfection levels for five random I-section samples under axial compression
imperfection sensitive as compared to highly sensitive structures such as thin shells, where the ultimate strength may be reduced more than $50 \%$ with respect to the perfect structure.

### 5.2 Buckling of the geometrically imperfect column:

 stochastic evaluationIn the following, the stochastic buckling behaviour of the discretized imperfect I-section example is evaluated by crude Monte-Carlo simulations (MCS). For each simulation, a nonlinear finite element analysis is performed, while a sufficiently large number of I-section samples is considered in order to achieve convergence of second order response statistics. The non-linear finite element analyses are terminated after detection of the first negative Eigenvalue of the tangent stiffness matrix. The response variability of the loaddisplacement curves of five random samples under axial compression is plotted in Fig. 17. Triggered by imperfections, the imperfect equilibrium paths abandon the primary path and take a shortcut in the direction of the festoon shaped


Fig. 18 Web center deformation at failure of five random samples, showing 4,5 and 6 half-waves in the $1^{\text {st }}, 2^{\text {nd }}$, and $3^{\text {rd }}$ mode, respectively


Fig. 19 Buckling load variability of 500 geometrically imperfect I-section samples. a Geometric imperfection level $\alpha=1$. b Geometric imperfection level $\alpha=3$
secondary paths of the perfect structure, which is a typical behaviour of imperfect shell and plate structures $[8,9,33]$. The buckling modes encountered in 500 simulations consist of 4,5 or 6 longitudinal half-waves, respectively, as illustrated in Fig. 18. In contrast to the perfect modes in Fig. 12b, the imperfect modes are almost uniform in terms of amplitude and half-wave form.

The corresponding buckling load variability of the geometrically imperfect I-section member under axial load is shown in Fig. 19a. Its coefficient of variation of $1.3 \%$ is considerably lower than the corresponding variation of cylindrical shells, which was found around $8 \%$ [26]. The decrease in ultimate strength with respect to the first bifurcation point of the perfect structure amounts to 16.8 or $19.9 \%$ compared to the mean or the lowest encountered buckling load,


Fig. 20 Axial load-displacement response of 100 samples with varying geometric imperfection level $\alpha$. a Half-wave numbers with $\alpha=1$. b Failure points with $\alpha=1$. $\mathbf{c}$ Failure points with $\alpha=3$. $\mathbf{d}$ Failure points with $\alpha=6$
respectively. For the same I-section column, a deterministic Eigenmode based geometric imperfection model gave a reduction of $24.1 \%$ [20,21], which verifies the generally conservative estimation of the standard Eigenmode approach.

### 5.3 Geometric imperfection sensitivity

The buckling load sensitivity under axial compression with respect to the amplitude of the complete geometric imperfection profile is tested by three sets of Monte Carlo simulations with 100 geometrically imperfect samples. While all sets use the same 100 local and global imperfection samples in Eqn. (8), each set corresponds to a different factor $\alpha$ of Eqn. (8). The change of load-displacement response for increasing geometric imperfection levels $\alpha=1,3,6$ is illustrated in the scatter plots of Figs. 20b, c, d, respectively. The mean buckling load is shown to be marginally affected by the magnitude of geometric imperfections, represented by a slight decrease from 821 to 790 kN . The stochastic scattering of buckling loads, however, is strongly affected, represented by coefficients of variations up to $4.3 \%$ and a decrease in the lowest encountered buckling load from 798 to 668 kN . As shown in Fig. 17, equilibrium paths at increased geometric imperfections start to deviate from the primary perfect path at lower load levels and the failure points are distributed over a larger area in the load-displacement diagram, which leads to a larger scattering in buckling load histograms (Fig. 19a, b). For the same I-section, a similar parametric study has
been carried out with the standard Eigenmode based geometric imperfection model by increasing the amplitudes of the Eigenmodes [20]. It indicates that buckling loads under axial compression are completely insensitive to the level of geometric imperfections, which is similar to the mean buckling load behaviour of the random field based imperfection model, but fails to predict the dramatic increase in stochastic scattering. The difference in buckling response between the present random field based and the standard Eigenmode approach illustrates the importance of taking into account uncertainties in imperfection sensitivity studies for a comprehensive description of buckling phenomena.

### 5.4 Thickness imperfection sensitivity

Analogous to the previous section, the buckling load sensitivity with respect to the amplitude of thickness imperfections is tested by three sets of Monte Carlo simulations that differ in factor $\beta$, but use the same 100 random phase angles to produce thickness imperfection realizations in Eq. (12). Since thickness imperfections alone do not notably influence the buckling behaviour of the I-section discretization, they are combined with the geometric imperfection profiles of fixed $\alpha=1$ that have been already used in the previous section. The comparison between Figs. 20a and 21a demonstrates that the combination of geometric imperfections with thickness imperfections leads to a considerable change of occurring mode shapes in terms of frequency and failure


Fig. 21 Axial load-displacement response of 100 samples with combined geometric and thickness imperfections at constant level $\alpha=1$ and varying levels $\beta$. a Half-wave numbers with $\alpha=1$ and $\beta=1$.
position in the load-displacement curve, which can be most likely traced back to mode interaction between geometric and thickness imperfections. The effects of the thickness amplitude variation by factor $\beta=1,3,6$ on the buckling load variability are illustrated in Fig. 21b-d. Whereas the mean buckling load is again only slightly affected, the same increase in scattering encountered in Figs. 20b-d can be observed. It is remarkable that thickness imperfections, which do not have an effect when occurring alone, lead to a dramatic increase in buckling load variability comparable to a geometric imperfection level up to $\alpha=6$.

### 5.5 Combined compression and major-axis bending:

the stochastic interaction curve

The influence of combined loading on the ultimate strength of I-section members is typically illustrated by interaction curves $[16,21,47]$ that show corresponding pairs of ultimate axial load and ultimate end moments for different load combinations. A stochastic interaction curve is derived for the present I-section column considering pure major axis bending $M$ and pure axial compression $P$ as well as 4 constant combinations: $M / P=0.050,0.125,0.250$ and 0.500 m . In Fig. 22, the computed interaction curve of mean buckling loads is compared with the experimental buckling loads and the interaction formula according to Eurocode 3 [19,47]. The simulated curve has a convex shape,

b Failure points with $\alpha=1$ and $\beta=1$. $\mathbf{c}$ Failure points with $\alpha=1$ and $\beta=3$. d Failure points with $\alpha=1$ and $\beta=6$


Fig. 22 Interaction curves for the I-section beam-column under various ratios of combined axial compression and major axis bending
which is confirmed in [21]. When compression is dominant the curve exhibits a slightly increased strength compared to experiments. This effect can be most likely attributed to the idealized boundary conditions at the interface between stiffened and free-length column parts, such as the complete restriction of rotations, which does not match exactly the boundary conditions of the experiments. The additional stochastic information of the simulated interaction curve is illustrated in Fig. 23 by adding a frequency dimension for the


Fig. 23 Interaction curves for the I-section beam-column under various ratios of combined axial compression and major axis bending
representation of corresponding histograms. Each histogram was obtained with MCS using 100 I-section column samples. The EC3 curve, which has been derived on the basis of large scale experiments [18,47], can be seen to be optimistic for pure compression, but becomes increasingly conservative with larger bending components. The stochastic interaction curve reproduces the characteristic buckling behaviour of the I-section beam-column as presumed by the EC3 curve. For dominating compression, the simulated histograms exhibit a positively skewed distribution with larger right tail. Thus, the simulated buckling loads do not scatter far below their mean value, which justifies the optimistic EC3 design rule for dominating compression. For dominating bending, however, the simulated histograms show a negatively skewed distribution with larger left tail. Thus, buckling loads must be expected to scatter far below their mean value, which requires a conservative rule in the EC3 curve.

## 6 Summary and conclusions

The present paper proposes a random fields approach for modeling geometric and thickness imperfections as the source of uncertainty for the buckling analysis of thin-walled I-section members. In particular, a geometric imperfection profile based on the spectral representation of local and global components is introduced, whose homogeneous and evolutionary power spectra can be directly calibrated from corresponding imperfection measurements. The random field based imperfection model of an I-section beam column is subsequently discretized with a detailed mesh of nonlinear shell finite elements and its stochastic buckling behaviour is evaluated by crude Monte-Carlo simulation. The potential of the proposed methodology to realistically simulate the reduction and variability of buckling loads is confirmed through
a number of numerical tests. It is shown that the resulting load-displacement response, buckling modes as well as stochastic key parameters and histograms reflect key concepts of imperfection triggered buckling and agree very well with corresponding experimental tests. It is illustrated that the proposed methodology offers the possibility of further insight in buckling related research and applications, among them the expansion of a small number of expensive and laborious buckling experiments by a large number of inexpensive virtual experiments, or advanced sensitivity studies that provide better conceptual understanding of physical mechanisms involved in the intricate failure process of thin-walled structures.
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