Phase-Fitted modified Runge-Kutta pairs of orders $6(5)$. 
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Modified Runge-Kutta methods are well suited for fulfilling properties that require coefficients depending on step-length. By a simple perturbation of very few coefficients we may produce various function-fitted methods and avoid the overhead of evaluating all of them in every step. In this paper we present the formula of determining the extra algebraic equations of condition generated by the major subcategory of these methods. Also phase-lag and phase-fitted properties are analyzed for this case. Finally a specific phase-fitted pair of orders $6(5)$ is given.
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1 Introduction

We consider the numerical solution of the non-stiff initial value problem,

$$y' = f(x, y), \ y(x_0) = y_0 \in \mathbb{R}^m, \ x \in [x_0, x_f]$$

where the function $f: \mathbb{R} \times \mathbb{R}^m \to \mathbb{R}^m$ is assumed to be as smooth as necessary. The general $s$–stage embedded Runge-Kutta pair of orders $p(p−1)$, for the approximate solution of the problem (1) can be defined by the following Butcher scheme [2, 3]:

$$A \cdot e = c, \ b \cdot e \cdot f_j = b_j$$

where $A \in \mathbb{R}^{s \times s}$, is strictly lower triangular, $b^T, \ b^T, \ c \in \mathbb{R}^s$ with $c = A \cdot e$, $e = [1, 1, \ldots , 1]^T \in \mathbb{R}^s$. The vectors $\hat{b}, \ b$ define the coefficients of the $(p−1)$–th and $p$–th order approximations respectively.

Starting with a given value $y(x_0) = y_0$, this method produces approximations at the mesh points $x_0 < x_1 < x_2 < \cdots < x_f$. Throughout this paper, we assume that local extrapolation is applied, hence the integration is advanced using the $p$–th order approximation. For estimating the error, two approximations are evaluated at each step $x_n$ to $x_{n+1} = x_n + h_n$. These are:

$$\hat{y}_{n+1} = y_n + h_n \sum_{j=1}^{s} \hat{b}_j f_j \quad \text{and} \quad y_{n+1} = y_n + h_n \sum_{j=1}^{s} b_j f_j,$$

where $f_i = f(x_n + c_i h_n, y_n + h_n \sum_{j=1}^{s-1} a_{ij} f_j), \ i = 1, 2, \cdots , s$.

The local error estimate $E_n = \|y_n - \hat{y}_n\|$ of the $(p−1)$–th order Runge-Kutta pair is used for the automatic selection of the step size. Given a Tolerance $TOL > E_n$, the algorithm $h_{n+1} = 0.9 \cdot h_n \cdot (\frac{E_n}{TOL})^{1/3}$ furnishes the next step length. In case $TOL < E_n$ then we reject the current step and evaluate another smaller one using again the previous formula but with $h_{n+1}$ being now $h_n$.
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Let \( y_n(x) \) be the solution of the local initial value problem \( y'_n(x) = f(x, y_n(x)), x \geq x_n, \ y_n(x_n) = y_n \). Then \( E_{n+1} \) is an estimate of the error in the local solution \( y_n(x) \) at \( x = x_{n+1} \). The local truncation error \( t_{n+1} \) associated with the higher order method is

\[
t_{n+1} = y_{n+1} - y_n(x_n + h_n) = \sum_{q=1}^{\infty} h_n^q \sum_{i=1}^{\lambda_q} T_{qi} P_{qi} = h_n^p \Phi(x_n, y_n) + O(h_n^{p+2})
\]

where \( T_{qi} = Q_{qi} - \xi_{qi}/q! \) with \( Q_{qi} \) algebraic functions of \( A, b, c \) and \( \xi_{qi} \) positive integers. \( P_{qi} \) are differentials of \( f \) evaluated at \((x_n, y_n)\) and \( T_{qi} = 0 \) for \( q = 1, 2, \cdots, p \) and \( i = 1, 2, \cdots, \lambda_q \). The number of elementary differentials for each order is \( \lambda_q \) and coincides with the number of rooted trees of order \( q \). It is known that \( \lambda_1 = 1, \lambda_2 = 1, \lambda_3 = 2, \lambda_4 = 4, \lambda_5 = 9, \lambda_6 = 20, \lambda_7 = 48 \cdots \), etc [1]. More details can be found in [4].

The sets \( T^{(q)} = \{ T_{q1}, T_{q2}, \cdots, T_{q, \lambda_q} \} \) is formed by the \( q \)-th order truncation error coefficients. It is usual practice a \((q - 1)\)-th order method to have minimized \( \| T^{(q)} \|_2 = \sqrt{\sum_{j=1}^{\lambda_q} T_{qj}^2} \).

2 Modified Runge-Kutta methods

Vanden Derghe et al. [5] proposed the modified Runge-Kutta methods where the stages evaluated by:

\[
f_i = f(x_n + c_i h_n, \gamma_i y_n + h_n \sum_{j=1}^{i-1} a_{ij} f_j), \quad i = 1, 2, \cdots, s.
\]

So the parameter vector \( \gamma = [\gamma_1 \gamma_2 \cdots \gamma_s]^T \) is introduced. The \( s \)-stages modified Runge-Kutta method is given by the Butcher tableau:

\[
\begin{array}{c|ccc}
\gamma_1 & \gamma_2 & a_{21} & O \\
\vdots & \vdots & \vdots & \ddots \\
\gamma_s & a_{s1} & a_{s,s-1} & b_s \\
\hline
b_1 & b_{s-1} & b_s
\end{array}
\]

If \( \gamma_i \neq 1 \) for some \( 1 \leq i \leq s \) then \( f \) enters in the expression for truncation error coefficients \( T' \)'s and little can be said about algebraic order conditions for this type of methods. Modified Runge-Kutta are used considering \( \gamma_i = 1 + \gamma_{i2} v^2 + \gamma_{i4} v^4 + \cdots \), where \( v = \omega h \) for some real parameter \( \omega \). In that case powers of \( h \) produce extra truncation error coefficients and the corresponding truncation error becomes:

\[
t_{n+1} = \sum_{q=1}^{\infty} h_n^q \left( \sum_{i=1}^{\lambda_q} T_{qi} P_{qi} + \sum_{i=1}^{\lambda_q} \tilde{T}_{qi} \tilde{P}_{qi} \right) = h_n^p \Phi(x_n, y_n) + O(h_n^{p+2})
\]

where \( \tilde{T}_{qi} = \tilde{Q}_{qi} \) with \( \tilde{Q}_{qi} \) algebraic functions of \( A, b, c \) and vectors \( g_{2} = [\gamma_{12}, \gamma_{22}, \gamma_{122}, \cdots]^T, g_{4} = [\gamma_{14}, \gamma_{24}, \gamma_{34}, \cdots]^T \), etc. \( \tilde{P}_{qi} \) are differentials of \( f \) and \( y(x) \) evaluated at \((x_n, y_n)\) and \( \tilde{T}_{qi} = 0 \) for \( q = 1, 2, \cdots, p \) and \( i = 1, 2, \cdots, \lambda_q \). \( \lambda_q \) is the number of the additional elementary differentials for each order for the modified Runge-Kutta methods. We observed that \( \lambda_1 = 0, \lambda_2 = 0, \lambda_3 = 1, \lambda_4 = 2, \lambda_5 = 7, \lambda_6 = 18, \lambda_7 = 52, \) etc. Franco [6] and Vyver [8] have already presented the additional equations of condition up to fifth order.

The sets \( T^{(q)} = \{ T_{q1}, T_{q2}, \cdots, T_{q, \lambda_q} \} \) are formed as seen in Table- 1:

In this table operation "*" may understood as component-wise multiplication:

\[
[b_1 b_2 \cdots b_s]^T * [\gamma_1 \gamma_2 \cdots \gamma_s]^T = [b_1 \gamma_1 b_2 \gamma_2 \cdots b_s \gamma_s]^T.
\]

This operation has the less priority. Parentheses, powers and dot products are always evaluated before "*". Absence of an operation sign means that we use dot product.

The additional \( T'_q \)'s are evaluated from the original \( T_q \)'s in all possible combinations according to the following rules.
Table 1  The additional order conditions of orders 3 through 6.

<table>
<thead>
<tr>
<th>$\tilde{T}_{3,1}$</th>
<th>$b g_2$</th>
<th>$\tilde{T}_{4,1}$</th>
<th>$b (c \ast g_2)$</th>
<th>$\tilde{T}_{4,2}$</th>
<th>$b A g_2$</th>
<th>$\tilde{\T}_{5,1}$</th>
<th>$b A^2 g_2$</th>
<th>$\tilde{T}_{5,2}$</th>
<th>$b A (c \ast g_2)$</th>
</tr>
</thead>
</table>
| $\tilde{T}_{5,3}$ | $b (c \ast A g_2)$ | $\tilde{T}_{5,4}$ | $b (g_2 \ast A c)$ | $\tilde{T}_{5,5}$ | $b g_2$ | $\tilde{T}_{5,6}$ | $b (g_2 \ast c^2)$ | $\tilde{T}_{5,7}$ | $b g_4$
| $\tilde{T}_{6,1}$ | $b A^3 g_2$ | $\tilde{T}_{6,2}$ | $b A^2 (c \ast g_2)$ | $\tilde{T}_{6,3}$ | $b A (c \ast A g_2)$ | $\tilde{T}_{6,4}$ | $b A (g_2 \ast A c)$ | $\tilde{T}_{6,5}$ | $b A g_4$
| $\tilde{T}_{6,6}$ | $b (A^2 c^2 \ast g_2)$ | $\tilde{T}_{6,7}$ | $b a g_2$ | $\tilde{T}_{6,8}$ | $b (c \ast A^2 g_2)$ | $\tilde{T}_{6,9}$ | $b (c \ast (c \ast g_2))$ | $\tilde{T}_{6,10}$ | $b (A \ast A g_2)$
| $\tilde{T}_{6,11}$ | $b (g_2 \ast A^2 c)$ | $\tilde{T}_{6,12}$ | $b (g_2 \ast A c^2)$ | $\tilde{T}_{6,13}$ | $b (g_2 \ast g_2)$ | $\tilde{T}_{6,14}$ | $b (c^2 \ast A g_2)$ | $\tilde{T}_{6,15}$ | $b (c \ast g_2 \ast A c)$
| $\tilde{T}_{6,16}$ | $b (c \ast g_2^3)$ | $\tilde{T}_{6,17}$ | $b (c^3 \ast g_2)$ | $\tilde{T}_{6,18}$ | $b (c \ast g_4)$ |

1. $g_2$ substitutes $c^2$, $g_2^2$ substitutes $c^4$, $g_2^3$ substitutes $c^6$, · · · etc.
2. $g_4$ substitutes $c^4$, $g_2^4$ substitutes $c^8$, · · · $g_6$ substitutes $c^{12}$, · · · etc.
3. Every possible combination of $g_2$, $g_4$, · · · may substitute the corresponding power of $c$, e.g. $g_2 g_4$ substitutes $c^6$ or $g_2^2 g_4 g_6$ substitutes $c^{14}$.
4. It is not obligatory for a power of $c$ to be entirely substituted, e.g. $g_2 c^2$ may substitute $c^4$.
5. All combinations of substitution apply, e.g. original $b (c^2 \ast A c^2)$ may be substituted by $\tilde{T}_{6,12}$, $\tilde{T}_{6,13}$, $\tilde{T}_{6,14}$.

As example observe that original truncation error coefficient $bc^5 \ast 1 / 6$, generates three additional equations. Namely $\tilde{T}_{6,16} = b (g_2^3 \ast c) = 0$, $\tilde{T}_{6,17} = b (g_2 \ast c^3) = 0$ and $\tilde{T}_{6,18} = b (g_4 \ast c) = 0$. On the other hand there are truncation error coefficients like $T_{2,1} = bc - \frac{1}{2}$ or $T_{3,1} = b A c - \frac{1}{6}$ that do not produce any $T_3$.

3 Phase-Lag property and Phase-fitted modified Runge-Kutta methods

The application of a modified Runge-Kutta method to the test problem $y' = i \omega y$, $\omega \in \mathbb{R}$, $i = \sqrt{-1}$, leads to the numerical scheme, $y_{n+1} = (1 - iv \tau b) \cdot (I + iv \tau A)^{-1} y_n = (Q(v^2) + i R(v^2)) y_n$, where $v = \omega h$, $h$ the step length, identity matrix $I_x \in \mathbb{R}^{* \times s}$ and $Q$, $P$ polynomials in $v^2$

Actually we have

$$Q(v^2) = 1 - \tau_2 v^2 + \tau_4 v^4 - \tau_6 v^6 \pm \cdots \quad R(v^2) = \tau_4 v - \tau_3 v^3 + \tau_5 v^5 \pm \cdots$$

with $\tau_0 = 1$, $\tau_1 = b g_2$, $\tau_2 = b A g_3$, $\tau_3 = b A^2 g_2$, $\tau_4 = b A^3 g_2$, · · · etc. This series is finite for explicit methods.

The phase lag of a modified Runge-Kutta method is the difference in the angles between theoretical and numerical solution. Thus it is defined as the argument of polynomial $Q(v^2) + i R(v^2)$, which is

$$\delta(v^2) = v - \arg(Q(v^2) + i R(v^2)).$$

A phase fitted method satisfies $\tan(v) = R(v^2)/Q(v^2)$ or $Q(v^2) \tan(v) = (R(v^2)$. Every conventional Runge-Kutta method of $p$-th order can be modified entering just one $\gamma_i$ (say $\gamma_2$) in order to solve the previous equation. We conjecture that this modification is of $p$-th order also satisfying by default all the additional order conditions.

Here we deal with the Runge-Kutta pair of orders 6(5) described in [7]. That pair was chosen because it had minimized the Euclidean norm of the principal truncation error $\| T^{(7)} \|_{2} \approx 1.23 \cdot 10^{-5}$. The coefficients of this pair were not explicitly given in [7] so we present them here in Table 2.

We decided to alter only $\gamma_3$ and $\gamma_4$. Then we may solve simultaneously the following equations which are linear in these two coefficients:

$$Q(v^2) \tan(v) = R(v^2) \quad \text{and} \quad \hat{Q}(v^2) \tan(v) = \hat{R}(v^2),$$

where $\hat{Q}(v^2) = 1 - \hat{\tau}_2 v^2 + \hat{\tau}_4 v^4 \mp \cdots$ and $\hat{R}(v^2) = \hat{\tau}_1 v - \hat{\tau}_3 v^3 \pm \cdots$ with $\hat{\tau}_1 = b g_2$, $\hat{\tau}_2 = b A g_3$, etc. The expressions found are very lengthy and we present here a truncated form accurate to 16 digits.

$$
\gamma_3 = \left\{ \begin{array}{l}
v = (-6330567211801957 + 8599340731859099279 v^2 - 544634545858192194 v^4 - 83319767840511199 v^6 + 4863386657502587 v^8 - 138457181971342 v^{10} + 100256112768 v^{12} + (8453405230385452510 v^{14} + 277878602565310441 v^3 - 209128202836800712 v^5 + 243007755103021 v^7 - 2586030383486 v^9 + 793469999012 v^{11} - 100256112768 v^{13}) \cos(2v) + (-39001725555202076 - 90429976677492512 v^{14} + 68749682397743072 v^{15} - 5092314053663288 v^{17} - 205204517188 v^{19} + 1490691326786 v^{21}) \sin(2v)
\end{array}\right.
\right.
$$

$$
\gamma_4 = \left\{ \begin{array}{l}
v = (-39871849212255752 + 260786961874511390 v^2 - 23019430387523260 v^4 + 12091920774040246 v^6 + 191854121530896 v^8 + (-393871849212255752 + 231511189651454343 v^2 - 156975667414166572 v^4 + 231511189651454343 v^6) \cos(2v) + (-393871849212255752 + 231511189651454343 v^2 - 156975667414166572 v^4 + 231511189651454343 v^6) \sin(2v)
\end{array}\right.
\right.
$$
Table 2  The coefficients of the Runge-Kutta pair of orders 6(5) [7], accurate at 16 digits.

<table>
<thead>
<tr>
<th></th>
<th>17/18</th>
<th>17/18</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/13</td>
<td>3756</td>
<td>13176</td>
</tr>
<tr>
<td>18/19</td>
<td>9</td>
<td>27</td>
</tr>
<tr>
<td>27/28</td>
<td>5591731</td>
<td>223573204</td>
</tr>
<tr>
<td>33/34</td>
<td>8199738</td>
<td>33539873</td>
</tr>
<tr>
<td>42/43</td>
<td>406585057</td>
<td>775682043</td>
</tr>
<tr>
<td>59/60/61</td>
<td>107388827</td>
<td>74607154</td>
</tr>
<tr>
<td>199/200</td>
<td>281572450</td>
<td>-1844127705</td>
</tr>
<tr>
<td>1</td>
<td>109829499</td>
<td>191899386</td>
</tr>
<tr>
<td>1</td>
<td>270654081</td>
<td>64092861</td>
</tr>
<tr>
<td>1</td>
<td>61091075</td>
<td>545995876</td>
</tr>
<tr>
<td>1</td>
<td>24503</td>
<td>46354896</td>
</tr>
<tr>
<td>6th</td>
<td>381483</td>
<td>139258673</td>
</tr>
<tr>
<td>5th</td>
<td>7185863</td>
<td>0</td>
</tr>
</tbody>
</table>

\[
\gamma_3 = \frac{v_1 + 10232019614747041097473 - 18950573179218162952c^2 + 14399819581288050017c^4}{-220596852506662696 + 239317018405126168c^6 + 30721404112284c^{10}} + v(-2784133739742761389533)
\]

\[
\gamma_4 = \frac{+56550937634369101c^6 + 6724258368660c^{10} + (928130153078924395658 + 3573992444779249974c^4)}{18426678372527472c^6 - 8044485507069c^{10} + 1353457522376c^{12} + \sin(2\varphi) - 130289886123716754818c\sin(2\varphi)}
\]

Expanding \( \gamma_3 \), \( \gamma_4 \) in series we have:

\[
\gamma_3 \approx 1 - 2.479604820001983 \cdot 10^{-5}v^4 + O(v^6), \quad \gamma_4 \approx 1 + O(v^6).
\]

Finally we form vectors \( g_2 = [0, 0, 0, 0, 0, 0, 0, 0]^T \) and \( g_4 \) to find that the modification of this pair is of orders 6(5) indeed. This was verified checking only \( \hat{T}_{5.7}, \hat{T}_{6.5}, \text{ and } \hat{T}_{6.18} \) for sixth order formula and \( \hat{T}_{5.7} \) for the lower order one.
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