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Nikolaos M. Manousakis, George N. Korres, Senior Member, IEEE, and Pavlos S. Georgilakis, Senior Member, IEEE

Abstract—Utilization of phasor measurement units (PMUs) in
the monitoring, protection and control of power systems has be-
come increasingly important in recent years. The aim of the op-
timal PMU placement (OPP) problem is to provide the minimal
PMU installations to ensure full observability of the power system.
Several methods, based on mathematical and heuristic algorithms,
have been suggested for the OPP problem. This paper presents
a thorough description of the state of the art of the optimization
methods applied to the OPP problem, analyzing and classifying
current and future research trends in this field.

Index Terms—Heuristic algorithms, mathematical algorithms,
observability, optimal PMU placement (OPP), optimization,
phasor measurement units (PMUs).

I. INTRODUCTION

R ESTRUCTURING of the electric power industry has
transformed state estimation (SE) from an important

application into a critical one. It is a key function in modern
energy management systems (EMS), by providing a complete,
consistent, and accurate database as an input to all other online
applications in the control center. Conventional state estimators
use a set of measurements, consisting of bus voltages, real and
reactive power flows and injections, in order to estimate bus
voltage phasors in the system. Until recently, these measure-
ments were obtained only through the supervisory control and
data acquisition (SCADA) system, which gathers the real-time
measurements from the remote terminal units (RTUs) installed
in substations.

With the advent of global positioning system (GPS), the
measurement set can be enlarged to include time synchronized
phasor measurements provided by phasor measurement units
(PMUs). A PMU installed at a bus is able to measure the
voltage phasor of the installed bus and the current phasors of
some or all the branches incident to the bus, assuming that the
PMU has sufficient number of channels. As the availability of
PMUs at substations is increased, the performance of different
essential functions concerning the monitoring, protection, and
control of interconnected power systems is improved [1]–[4].

With the growing number of PMUs planned for installation
in the near future, both utilities and research institutions are
looking for the best solutions to their placement. The solution
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methodologies for the optimal PMU placement (OPP) problem
can be classified into two categories: mathematical and heuristic
algorithms.

This paper proposes a taxonomy of OPP methods, offering a
unifying description of a relatively large number of works de-
voted to the subject. It significantly enhances and updates a pre-
liminary survey on the topic [5]. This review serves as a guide
to aid researchers and power system engineers on the available
PMU placement methodologies.

The paper is organized as follows. Section II provides the
problem formulation with its extensions and generalizations.
Sections III and IV outline the published mathematical and
heuristic methods, respectively. Sections V and VI present the
contribution and the implementation details of the reviewed
works, respectively. Section VII suggests possible future work
and Section VIII concludes the paper.

II. FORMULATION OF OPTIMAL PMU PLACEMENT PROBLEM

Phasor measurement units are devices offering advanced pro-
tection, analysis and control in power systems using satellite
technology. They can provide measurements of the voltage pha-
sors of the installed buses and the current phasors of some or all
the lines connected to those buses.

The typical OPP problem concerns about the determination
of the minimum number of PMUs, , and the optimal loca-
tion set, , of the PMUs, ensuring that the entire
power system remains a single observable island. This model
can be generalized to include additional constraints or contin-
gencies as follows:

(1)

where is the number of unobservable
buses, and is a multi-objective evaluation
logical function given by

(2)

where is the observability evaluation logical function,
is the constraints evaluation logical function, and and

denote the logical OR and AND operators, respectively. The
OPP problem is -hard and does not have a unique solution.
Depending upon the starting point, the optimization scheme
may yield different sets of optimal solutions with the same min-
imum number of PMUs. Different formulations of the PMU
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TABLE I
DIFFERENT FORMULATIONS OF THE OPP PROBLEM

placement problem with additional constraints have been pre-
sented in the literature, as can be seen in Table I.

III. MATHEMATICAL ALGORITHMS

A. Integer Programming (IP)

Integer programming (IP) is a mathematical programming
method of solving an optimization problem having integer de-
sign variables, while the objective function and the constraints
are linear, nonlinear, or quadratic, thus leading to integer linear
programming (ILP), integer nonlinear programming (INLP) and
integer quadratic programming (IQP) algorithms, respectively
[44].

The objective of method [6] is to accomplish the task of PMU
placement at strategic buses making the entire system observ-
able. The existence of constraints considering PMU measure-
ments and injections that may be zero injections or measured
injections as well as PMU measurements and conventional in-
jections and flows, is also discussed. In [7], a feasible numer-
ical method is presented for PMU placement that transforms ex-
isting critical measurements into redundant ones. The main goal
is to improve bad data detection and identification capability of
the state estimator for a given system by taking advantage of the
PMU technology.

An IP formulation of the OPP problem is proposed in [8].
This proposal improves the bad data processing capability of the
state estimator, assuming that any bad data appearing on a single
measurement will be detectable. Depending on the measure-
ment configuration and the system topology, the critical mea-
surements are transformed into redundant. The problem is ex-
tended to incorporate conventional measurements as candidates
for placement and can be used to determine optimal locations
when a desired level of local redundancy is considered in the
system. The description of a simple modified ILP based optimal
placement method, ensuring complete topological observability
of the system under intact and critical contingency cases, is
presented in [9]. A voltage stability based contingency ranking
method is carried out to screen few critical contingencies, which
have been considered in the optimal PMU placement.

Different additional contingency conditions, i.e., line outages
and loss of measurements, are considered separately or simul-

taneously for solving the OPP problem in [10]. Additionally,
communication constraints of power networks are considered
as measurement limitations and are included in the model in
order to restrict the number of PMUs. In [11], the optimal re-
dundant PMU placement formulation for full and incomplete
observability, considering situations with and without zero in-
jection measurements, shows that a linear OPP problem can be
modelled and solved by ILP. A similar formulation, considering
or not the conventional power flow and injection measurements,
is proposed in [12].

The procedure for multistaging of PMU placement in [13],
ascertains that final placement obtained by phasing is identical
to the one obtained without imposing phasing constraints,
develops a linear model for zero injection constraints, and
proposes the bus observability index (BOI) and the system
observability redundancy index (SORI) to rank these multiple
placement solutions. A hybrid two-stage PMU placement
technique is proposed in [14]. The first stage utilizes an ILP
based approach to ensure topological observability, whereas
the second stage determines the numerical observability, by
looking at whether the measurement Jacobian matrix, which
relates current and voltage phasor measurements to bus voltage
states in the linear model, is of full rank.

The description of an optimal placement strategy for fully
observable network using only “branch” PMUs is presented in
[15]. The study takes also into account the PMU failures and net-
work contingencies that involve topology changes as well as bad
data detectability of PMU measurements. A unified approach,
considering the impacts of both existing conventional measure-
ments and the possibility of single or multiple PMU loss into the
decision strategy of the OPP problem, is presented in [16]. The
problem is formulated as a binary integer linear programming
(BILP) problem.

A BILP formulation is proposed in [17], for optimal PMU
placement where channel limits of PMUs are taken into account.
The method also accounts for any existing zero injection mea-
surements. An optimal solution to the PMU placement problem
for network observability, given a specified number of available
channels for the candidate PMUs, is also studied in [18].

A BILP model for simultaneous placement of PMUs and
traditional power flow measurements is formulated in [19], by
introducing auxiliary variables and constraints. The mixed-in-
teger programming is used to incorporate the stochastic nature
of components and their outage probabilities whereas an effi-
cient linearization technique is proposed to convert the non-
linear function representing the probability of observability into
a set of linear expressions [20]. The approach considers the
PMU placement in a staged time span.

A multiobjective IQP formulation of the OPP problem that
minimizes the number of PMUs, ensuring the system observ-
ability for normal operating conditions as well as for single
branch outages or single PMU outages, and maximizes the mea-
surement redundancy at the buses, is presented in [21]. Method
[22] is a similar IQP placement process that also considers the
existence of conventional power flow and injection measure-
ments and other special requirements, such as the specific re-
dundancy levels at certain buses, and the installation of PMUs
in certain critical or preferred buses.
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B. Exhaustive Search

Exhaustive search is a general optimization technique that
systematically enumerates all possible candidates for the solu-
tion and selects the candidate that satisfies the constraints at the
optimum value of the objective function. Its main advantage is
that it guarantees the finding of the global optimum. However,
it is not suitable for large-scale systems with huge search space.

An exhaustive binary search method is implemented in [23] to
solve the OPP problem considering single branch outages with
or without the existence of zero injections. In case of multiple
solutions, an algorithm is proposed to select the most preferable
set based on measurement redundancy.

IV. HEURISTIC ALGORITHMS

A. Genetic Algorithm (GA)

A genetic algorithm (GA) is an optimization method based on
the conjecture of natural selection and genetics. GA operates on
a population of individuals, known as “chromosomes”, which
are potential solutions to a given problem and are combined to
breed new individuals [45].

A combinatorial method of a graph theoretic procedure that
estimates individual optimal solutions of objectives and a simple
nondominated sorting GA (NSGA) that finds the best tradeoffs
between competing objectives are proposed in [24]. An adaptive
clonal algorithm (CLONALG) is used in [25] to find the globally
and the approximately optimal solutions, ensuring the system
observability.

B. Tabu Search (TS)

Tabu Search (TS) is a gradient-descent optimization method
with memory [45].

In [26], the OPP is solved by the TS algorithm and a fast ob-
servability analysis method based on augmented incidence ma-
trix that only manipulates integer numbers and can fast, conve-
niently and quantitatively assess the network observability as far
as PMU placement scheme is concerned. Comparisons between
TS and other methods are presented in [27].

C. Simulated Annealing (SA)

Simulated annealing (SA) is a generic heuristic optimization
method inspired from annealing in metallurgy [45].

The pioneering proposal [28] on OPP problem solution, using
a modified bisecting search to fix the number of PMUs and a
simulated-annealing-based method, looks for a placement set
that leads to an observable network for a fixed number of PMUs.
In [27], three modifications concerning the unobservable buses,
the cooling schedule and the selection rules for PMUs according
to the previous solutions, are made.

A graph theoretic approach for placing PMUs based on in-
complete observability and SA to solve the pragmatic commu-
nication-constrained PMU placement problem, is presented in
[29]. A sensitivity constrained method, by placing PMUs on
buses with higher sensitivities and considering the optimal PMU
placement and the dynamic data of power system for complete
observability, is proposed in [30]. Comparisons between SA and
other methods are reported in [12].

D. Differential Evolution (DE)

Differential evolution (DE) is a heuristic optimization method
that uses the randomly sampled pair differences of objective
vectors to guide the mutation operation instead of using proba-
bility distribution functions [45].

The algorithm proposed in [31] is an organic integration of
Pareto non-dominated sorting and differential evolution algo-
rithm.

E. Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a population-based op-
timization method in which each potential solution (called a par-
ticle) is assigned a randomized velocity and then flows through
the problem hyperspace. PSO has been found to be extremely
effective in solving a wide range of engineering optimization
problems [45].

The binary PSO proposal in [32] satisfies the constraints of
PMU loss or branch outage effect and its results are compared
with those of [6], [10], [22], [26], [28], and [29]. A similar
methodology, taking into account any available data from ex-
isting conventional measurements, the number and location of
zero injection buses, the number and location of installed PMUs,
and the system topology, is proposed in [33].

F. Immune Algorithm (IA)

The immune algorithm (IA) is a search strategy based on
genetic algorithm principles and inspired by protection mech-
anisms of living organisms against bacteria and viruses.

In [34], the OPP problem solution is determined using an im-
munity genetic algorithm (IGA) that utilizes some characteris-
tics and knowledge of the problem for restraining the degener-
ative phenomena during evolution and improving its efficiency.

G. Iterated Local Search (ILS)

Iterated local search (ILS) is a global optimization technique
that explores a sequence of solutions created as perturbations of
the current best solution, the result of which is refined using an
embedded heuristic.

The algorithm of [35] solves the OPP problem assuming that
a PMU placed at one node is capable of measuring all current
phasors leaving the node. The proposed method suggests an ini-
tial PMU distribution which makes the network observable and
then ILS is used to minimize the size of the PMU configuration
needed to observe the network.

H. Spanning Tree Search

Spanning tree search (STS) algorithm dynamically deter-
mines the best path from source to destination avoiding bridge
loops that can cause misinterpret results.

In [29], the spanning trees of the power system graph are used
to find the optimal locations of PMUs based on the concept of
depth of unobservability. The objective is to reduce the number
of PMUs compared to the number required for complete ob-
servability, limiting the distance between unobserved and ob-
served buses and guaranteeing a near uniform distribution of
PMUs around the network. A spanning tree search of multiple
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solutions with a minimum set of PMUs, by means of direct and
indirect voltage and current measurements is proposed in [36].

I. Greedy Algorithm

The greedy algorithm is an optimization methodology that
follows the problem solving heuristic of making the locally op-
timal choice at each stage with the hope of finding the global
optimum.

In [37], a virtual data elimination pre-processing method and
a matrix reduction algorithm have been introduced to reduce the
size of the placement model and the computational effort for the
determination of the optimal placement set. A low complexity
method that facilitates the placement of secure PMUs to defend
against data injection attacks and handling different types of
PMU measurements, is developed in [38]. In [39], the goal is
to maximize the overall sensor response while minimizing the
correlation among sensor outputs so as to minimize the redun-
dant information provided by multiple sensors for effective as-
sessment of the dynamic performance of the power system. The
bus voltage magnitude, and the angle and frequency coherency
indices estimated by statistical sampling of power system re-
sponse signals, are used as sensor responses.

J. Recursive Security Algorithm

The recursive security algorithm is a spanning tree search
of multiple solutions, with a different starting point.

In [36], recursive and single shot security approaches of
PMU placement, with the aim of linear static state estimation,
are presented ensuring the network observability. Recursive and
single shot security algorithms considering both line
losses and PMU outages are also presented.

K. Decision Tree

A decision tree is a tree in which each branch node represents
a choice between a number of alternatives and each leaf node
represents a classification or decision.

A PMU placement technique is suggested in [40], to deter-
mine the critical locations of new PMUs, increasing the relia-
bility of classification for fast voltage security monitoring.

L. Practical Heuristic Algorithms

A PMU placement algorithm under single measurement loss
and any single-branch outage is suggested in [41]. The numer-
ical observability is performed by using the minimum condition
number of the normalized measurement matrix as the criteria in
conjunction with the sequential elimination. A sequential addi-
tion is used to select the redundancy measurements under the
contingency. The binary integer programming is also applied
to select the optimal redundant measurements and a heuristic
approach is also used to minimize the number of PMU place-
ment sites. A minimal PMU placement strategy such that the
fault location observability can be achieved, considering the in-
stallation cost of PMUs, is proposed in [42]. This scheme can
accurately and quickly determine a fault point on the power grid
whereas the prefault transmission network models are not nec-
essary.

The PMU location algorithm in [43] determines the slack bus
and the PMU installed at the slack bus in each subsystem of a
distributed state estimator utilizing synchronized phasor mea-
surements. The direct combination (DC) method suggested in
[27] avoids the time consuming feature of random search, by
using a simple but very effective heuristic rule.

V. CONTRIBUTION OF THE REVIEWED OPP METHODS

Table II describes chronologically the main contribution by
all the published OPP works reviewed in this paper.

VI. IMPLEMENTATION DETAILS

The most frequently simulated systems are the IEEE 14-bus
and the IEEE 57-bus systems. The systems having the largest
number of buses are the Polish and Entergy Corporation sys-
tems with 2746 and 2285 buses, respectively. The majority of
the proposed OPP methodologies have been implemented in
MATLAB. A significant number of MATLAB-based develop-
ments make use of TOMLAB optimization toolbox. Other OPP
implementations are based on the IBM ILOG, CPLEX, and
GAMS.

VII. FUTURE RESEARCH

Important factors to investigate and further explore can be:
1) Advanced hybrid optimization methods. There exist many

possibilities of hybridizing individual heuristics with each
other and/or with other optimization methods. A large
number of publications has proven the great success and
benefits of such hybrids in many different combinatorial
optimization problems. Moreover, particularly promising
possibilities combining heuristics with ILP techniques are
also suggested for future OPP research.

2) Further investigation of optimal solutions. The OPP
problem does not have a unique solution. Different solu-
tions providing the same minimum number of PMUs at
different locations may be obtained based on the observ-
ability criterion. Methods that will provide the best choice
among these optimal solutions, taking into consideration
different criteria, have to be developed.

3) Multi-objective optimization strategy. Generalization of
the OPP problem considering multiple objectives in-
cluding installation cost, redundancy, performance, and
other planning constraints, may be considered to generate
more practical results.

4) Additional constraints. Influence of PMU malfunction,
communication failures, measurement redundancy and
uncertainty, number of measurement channels, metering
accuracy including frequency, voltage, current and phase
angle range limitations, environmental conditions (e.g.,
temperature, humidity) and existence of other metering
devices, are some constraints that can be taken into ac-
count.

5) Decision variables. A significant number of the proposed
methods minimize an objective function containing integer
or binary placement decision variables. The OPP problem
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TABLE II
CONTRIBUTION OF THE REVIEWED OPP WORKS

may be formulated, by using continuous placement deci-
sion variables and relaxing the constraints [46].

6) Graph based algorithms. Alternative formulations of the
OPP problem, based on the vertex covering or dominating

set problems in graphs [47]–[49], will be interesting future
research directions.

7) Large-scale networks. The majority of the proposed
methods are tested with small systems. The design and im-
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TABLE II
(CONTINUED)

plementation of robust optimization algorithms applicable
to large-scale networks should be investigated.

VIII. CONCLUSIONS

This paper presents a thorough description of the state of
the art of the optimization methods applied to OPP problem,
analyzing and classifying current and future research trends in
this field. The solution methodologies for the OPP problem are
classified into two major categories: mathematical algorithms

and heuristic algorithms. The most frequently used techniques
for the solution of the OPP problem are the IP and the SA
algorithm. The IEEE bus systems (14-bus to 300-bus system)
are used as benchmark systems in the majority of the research
works. The biggest system, for which the solution of the OPP
has been reported so far, is the Polish power system that con-
tains 2746 buses and 3514 lines. The majority of the proposed
OPP methodologies have been implemented in MATLAB.
Future research areas include advanced hybrid optimization



1076 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 27, NO. 2, MAY 2012

methods, further investigation of optimal solutions, modifi-
cation of the OPP problem formulation, and multi-objective
placement strategies.
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