ABSTRACT
In modern utility computing infrastructures, like Grids and Clouds, one of the significant actions of a Service Provider is to predict the resources needed by the services included in its platform in an automated fashion for service provisioning optimization. Furthermore, a variety of software toolkits exist that implement an extended set of algorithms applicable to workload forecasting. However, their automated use as services in the distributed computing paradigm includes a number of design and implementation challenges. In this paper, a decoupled framework is presented, for taking advantage of software like GNU Octave in the process of creating and using prediction models during the service lifecycle of a SOI. A performance analysis of the framework is also conducted. In this context, a methodology for creating parametric or gearbox services with multiple modes of operations based on the execution conditions is portrayed and is applied to transform the aforementioned service framework in order to optimize service performance. A new estimation algorithm is introduced, that creates performance rules of applications as black boxes, through the creation and usage of genetically optimized artificial neural networks. Through this combination, the critical parameters of the networks are decided through an evolutionary iterative process.
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1. INTRODUCTION
In the recent years, modern IT infrastructures have shifted towards a more service-centric paradigm, boosted by technologies such as Service Oriented Architectures (SOAs) [1] and Cloud Computing [2]. In this context, everything tends to be offered as a Service, whether it is infrastructures, platforms or software, following the Cloud SPI (Software-Platform-Infrastructure) model [3].

The operation of these Service Oriented Infrastructures (SOIs) is managed through Service Level Agreements (SLAs [4]) that define the role of the involved parties in the transaction and the clauses of the latter. Such details may be the service that will be offered, the Quality of Service (QoS) parameters of that service as well as legal issues such as compensation in case these QoS levels are not met by the provider. QoS provisioning and management in general is a very important and challenging field of research in distributed environments. In [5] an approach is presented for managing QoS in SOA that focuses on the categorization of the quality characteristics and uses a specific XML-based language for applications and service providers to express QoS requirements and contracts.

One critical task for the service providers prior to signing the specific SLA refers to an estimation of the resources needed to fulfill the user requirements for every application that is offered as a service from their platform. To this direction, workload forecasting and modeling are necessary for the SP in order to determine the required resources for fulfilling application QoS requirements while at the same time maximizing resource utilization, in a private or public Cloud infrastructure. Up to now, a number of different approaches have been implemented in order to tackle with this issue, including graph based ([6],[8] and [9]), probabilistic ([10]) and machine-learning ones ([11],[12]). In general, a model is built in order to predict the output from the input, usually by taking into account suitable parameters or by analyzing past historical data. What is lacking is a specific framework for implementing such methods, especially in a service-oriented environment. Useful and widely adopted tools, such as GNU Octave ([24]) make the implementation of such methods much easier than with standard programming languages such as Java or C++. Octave is an open source, community-driven high level numerical computation software, very similar to Matlab. Through this tool, advanced estimation methods can be written in a script format. However the automated adaptation of software like Octave on distributed environments has not reached a suitable maturity level. A very thorough analysis on various schemes of this sort can be found in [21].

The major aim of this paper is to present a flexible, generic and robust service framework for achieving workload forecasting in SOIs. The contribution has been centered around 3 areas:

a. The decoupled framework enabling the incorporation of estimation methods as pluggable octave scripts and the performance analysis of the framework. This framework (which cooperates with the general framework described in [27]) is able to implement whatever estimation method as a pluggable Octave script.

b. The novel application workload forecasting method. An innovative, computationally demanding estimation method is introduced, based on genetically optimized Artificial Neural
Networks (ANNs). This black box approach is completely designed through a Genetic Algorithm for automation and optimization purposes and can reduce the dependency from the knowledge needed for the internal functionality of services.

The methodology for transforming typical services to parametric services. Parametric services are defined as the ones capable to change or adjust during runtime the underlying implementation based on the usage conditions of their execution. A 5-step process is introduced, in order to enable the design and implementation of this type of services. To this end, a detailed performance analysis is conducted on the behavior of the service framework. Parametric modes of operation are investigated, based on the request arrival rates. Depending on the latter, the implementation can change in order to optimize the performance of the server.

The remainder of the paper is structured as follows: Section 2 presents related work in the field of service oriented performance estimation and enablement of mathematical software through Web/Grid services. The next section describes in detail the functionality of the service along with the methodology for creating parametric services whereas Section 4 details the estimation algorithm based on genetically optimized ANNs. In Section 5 we present a case study based on the application of encoding raw video in MPEG4 format. We demonstrate and evaluate the operation of the implemented mechanism. In Section 6 the parametric methodology is applied to the service framework in a stepwise manner. Finally, Section 7 concludes the paper with a discussion on future research and potentials for the current study.

2. RELATED WORK

A number of versatile approaches can be compared to the work described in this paper. They either relate to service oriented performance prediction mechanisms or to offerings of mathematical software in distributed environments. The Network Weather Service [18] includes a set of forecasters and sensors in a distributed environment, in order to retrieve data dynamically and apply them to modules that implement advanced prediction techniques. While ahead of its time, this implementation was heavily based on C language, thus making the implementation of the used techniques more difficult and time consuming.

A framework for incorporating QoS in Grid applications is discussed in [7]. In this paper, a performance model to estimate the response time and a pricing model for determining the price of a job execution are used. In order to determine whether the client’s QoS constraints can be fulfilled, for each QoS parameter a corresponding model has to be in place, either derived from analytical modelling or historical data. GridSolve [20] emphasizes on the ease-of-use and includes resource monitoring, scheduling and service-level fault-tolerance. In addition to providing Fortran and C clients, GridSolve enables scientific computing environments (such as Matlab) to be used as clients, so domain scientists can use Grid resources from within their preferred environments. This effort attempts to go the other way round and “gridify” applications such as Matlab and Octave, in order for them to be able to exploit distributed resources. This is also done for a variety of computer algebra packages in [22]. These works may be considered mainly as a successful effort to improve the performance of software like Octave through distributed infrastructures. Other works such as [14] aim mostly at offering licensed software through Cloud infrastructures mainly for licensing purposes and on a pay-per-use basis.

In [19], an architecture very similar to the design presented here is followed, in order to provide Maple-based mathematical web services. While very promising, this approach is not incorporated in a Grid/Cloud environment and focuses mainly on the offering of mathematical services. The authors of [25] demonstrate the use of Octave for creating performance models for network interfaces based on queueing models, while in [26] a limited part of Octave is offered through Web Services interfaces for use of the signal processing functions by mobile phones. A very interesting work is presented in [12]. In this approach, the main attention is given on the differences SOA-based implementations require with regard to the regular software development processes and what modifications must be made to the latter in order to be more effective. One of these aspects is the performance analysis that is required for the service oriented implementation. In [35], an online system based on closed loop feedback from application KPIs is used in order to drive the resource management. This is an ideal case when SLAs are not needed for reserving a priori the resources, but the application can adjust its own reservations. In [36], a performance framework based on benchmarking and statistical inference is introduced, for message-oriented services. A thorough survey on state of the art performance analysis for component systems can be found in [13].

An interesting framework for the performance description of composite services appears in [39]. This work contain contributions in two areas. Initially, a description modeling framework for performance is presented, exploiting P-WSDL and UML models. In our view our work is complementary to this aspect of the framework. Our major goal is to create the actual performance rules/models (e.g. algebraic rules correlating application characteristics and used resources) that may be incorporated in a description modeling solution like P-WSDL and not the description framework itself. Furthermore, the work uses prediction mechanisms in the form of LQN (Layered Queueing Networks). While more precise, any type of analytical modeling like LQN involves more human-driven modeling of each specific service. Thus the application developer (or the performance expert on the SP side) would need more time and internal application knowledge to derive the actual performance model/rule, especially when the corresponding software components do not correlate to existing component templates of the LQN. Other related works ([40],[41]) follow similar methodology, focusing on reliability and performability (combination of performance and reliability metrics) of composite services respectively.

In [45], a time series analysis approach is presented, for identifying system changes and event identification that may lead to enhanced management of resources in a high variability context. Our approach mainly focuses on estimating the workload anticipation, as this is derived from the translated high level SLA parameters and can be used in a complementary way with the aforementioned approach, in order to have a failure identification subsystem. Also this approach can be integrated in the service framework proposed in this paper if transformed to a GNU Octave script version. In [46], an approach for behavioural changes detection is presented, which significantly enhances the time needed and computational complexity of the identification method, through successfully transforming the problem to a behavioural classification one. However this approach is mainly
for private cloud scenarios, and for any context where the system manager has full control on the resources assigned to different services. In our case, we envisage that the SP that utilizes this framework is not responsible for the infrastructure itself, which belongs to the IP, according to the SPI model entities differentiation. Thus the SP does not have the sufficient level of information needed for this type of management after deploying the application to external public Cloud providers.

The design presented in this paper aims at providing the service oriented framework for performance prediction methods in a generic way. Our goal is three-fold. Initially, to provide a service oriented version of a generic tool like GNU Octave, in which the performance expert of the SP may utilize to write his/her own decoupled algorithm of choice. Furthermore, the designed service can be used in real life automated environments, e.g. during the SLA negotiation process between a Service Provider and the client. The performance analysis results can be used in any similar approach, incorporating specialized software at the bottom of a service-oriented approach. Then we propose a GA-optimized ANN solution, as a method for workload forecasting that requires minimum input of information from all sides, acting as a black box approach. This approach may be combined with LQN or any other approaches for achieving a better trade-off, or for example for areas of the application for which no information is available.


The service oriented framework presented in this paper (Mapping Service) is used in the IRMOS platform, which offers real time execution on service oriented infrastructures. In order for an application to be included in the IRMOS Service Provider’s list of enabled services, a number of steps must be implemented with regard to performance estimation in order to adapt it to the framework. The roles that are foreseen in this process include the Application Developer (AD), the Service Provider (SP) and the Service Consumer/Client (Figure 1). The AD must describe the application parameters to the SP without breaking the need for confidentiality regarding the application’s inner workings and the SP needs to create performance models based on the AD’s descriptions. Then the SP may use these models during runtime, in order to find suitable resources for meeting the customer’s (Service Consumer) demands for a specific set of application parameters.

In a nutshell, the responsibilities of the different roles are the following:
- the Application Developer needs to create an XML description of the application, including a set of characteristics for its functional and non-functional requirements, through the tool presented in [47]. This description is called Application Service Component Description (ASCID). This is the only involvement of the Application Developer with regard to performance.
- the Service Provider (which encapsulates the service described in this paper) needs to go through the process of creating a number of mapping rules. These rules/models are created through the invocation by the SP of the service described here and are used for the mapping between user requirements, application characteristics and the resources needed in order to meet the QoS levels that will be exposed in an SLA. The SP needs also to provide historical data of different executions of the service with different parameters, so that the training of the models may be achieved.

The benefits for the involved parties are the following:
- The AD does not have to reveal sensitive information regarding the internal structure of his application. Furthermore, the existence of performance models for their application means that a client’s execution may be performed cheaper in comparison to competitive applications for which no models exist.
- The SP may utilize the Mapping Service in order to create black box models for the components, in an automated way, for driving the allocation of resources for a specific service instance requested by a client (SC). Furthermore, the existence of the models means that the specific SP may offer this application (that may also be available through other providers) with better economic terms.

The service oriented version of a generic tool like GNU Octave, in which the performance expert of the SP may utilize to write his/her own decoupled algorithm of choice. Furthermore, the designed service can be used in real life automated environments, e.g. during the SLA negotiation process between a Service Provider and the client. The performance analysis results can be used in any similar approach, incorporating specialized software at the bottom of a service-oriented approach. Then we propose a GA-optimized ANN solution, as a method for workload forecasting that requires minimum input of information from all sides, acting as a black box approach. This approach may be combined with LQN or any other approaches for achieving a better trade-off, or for example for areas of the application for which no information is available.

Thus the purpose of the Mapping Service is to create the performance models/rules on behalf of the Service Provider, through exploiting minimal knowledge regarding the application. The description of the overall platform architecture of IRMOS can be found in [27]. The high level functions that must be provided by such a framework are a) model creation based on the estimation method b) model exposure for the online estimation process. Furthermore, these processes must be fully automatic in order to fit in the service oriented infrastructure.

With regard to the architecture of the framework adopted to support the proposed methodology the decoupled layered approach presented in [28] has been extended in this work. In detail, the service has been extended with regard to:
- Web Services layer: responsible for receiving requests and forwarding them to the backend of the service. With regard to the previous work, a RESTful implementation has also been created and directly compared with the initial SOAP-based one, in terms of performance and robustness
- GNU Octave-based model creation and usage scripts. These are based on a novel algorithm for creating GA-optimized ANN models for the actual estimation process. The basic features of the latter are its black
box nature, which is necessary due to the different roles in the value chain and the needs for confidentiality, and its optimization of the models on a per case basis. Octave was used since it is easier to implement advanced estimation methods as a plug-in. In the initial work a simple linear regression model was used.

- Detailed performance and timing analysis for the investigation of different and parametric implementations of the service, which can result in optimized service behavior during runtime, in the context of the OPTIMIS project[16].

3.1 Model Creation and Usage

For a model to be created by the SP, the Mapping Service (MS) needs to be invoked (Figure 2-Model Creation). During this process the MS utilizes the ASCD in order to extract the inputs and outputs of the application, mainly the inputs or characteristics that influence application performance and are regarded as predictors and the outputs that can be considered as the QoS metrics. The schema used for the creation of this description can be found in [23]. This information, along with the necessary dataset (acquired through benchmarking or historical data) is used internally in order to create the models.

The models are intended to be used for direct workload estimation based on application parameters during the online negotiation of an SLA. For this reason the SP invokes the requestPrediction of the MS including in the arguments the application inputs for the specific SLA. The MS retrieves the models from the repository and runs them with the specific input values/predictors. The output of the model is retrieved and passed back to the SP. The sequence diagram of this phase appears in Figure 2 (Model Usage).

3.2 Multimodal Analysis- Parametric Design

With regard to the service presented in this paper, it consists of 4 different layers (WS layer, Java/XML processing, OS and numerical software). The initial standard implementation of this service (one independent thread for each request) was analyzed in terms of its performance on the model usage phase (the most demanding one from a performance point of view). From this analysis it was evident that the major bottlenecks refer to the startup and concurrent execution of the numerous octave threads for the executing requests. Thus if one needed to improve the performance of this service, an alternative design needed to be pursued, that would have the goal to minimize the number of the concurrently executing octave threads.

In order to assert therefore an alternative design, it was considered waiting for a period of T\textsubscript{WAT\textsubscript{T}}, merging different requests and launching only one Octave thread that would run the actual models for all pending requests (Figure 3). The critical parameter of such an implementation is T\textsubscript{WAT\textsubscript{T}}, which is also dependent on other factors such as the request arrival rate. In conclusion, during runtime, the service framework should be able to set different waiting times, based on the current arrival rates, so that the behavior of the service is improved (Figure 2- Periodic Daemon). For generalizing this process, the methodology for building such parametric services is defined:
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method with an enhanced one based on Artificial Neural Networks (ANNs), that are the basis of the model for each ASC. The reason for choosing ANNs is that they are able to capture both linear and non-linear dependencies (as also identified in [29]) between the input and the output that influence the performance of the software component. Furthermore, the ANN models are flexible and can map directly application characteristics, that may be used as workload forecasting predictors, hardware parameters and Key Performance Indicator levels in a black box fashion, thus meeting the confidentiality requirements expressed in Section 3. However, in order to optimize the model creation and create a specific and optimized ANN for each ASC, a Genetic Algorithm (GA [30]) is used. The GA selects the parameters of the ANNs and launches the training script, which also measures the ability of the networks to generalize their predictions on a validation set. The best implementation proved to be the usage of this intermediate validation ability as the metric for producing and saving the best networks. The evolutionary metric for the GA in this case was the mean square error on the training set. More details regarding the application of the GA on the ANN design and the variations of the algorithm examined follow.

4.1 GA-based ANN optimization
The purpose of the GA is to investigate the search space and identify the fittest characteristics of the ANN that will lead to an optimized structure for the latter. In this process, the most important parameters of the network are decided, such as the number of hidden layers, the neurons per layer and the transfer functions per layer. In general, this process in the past was based on human experience and exhaustive testing. In our approach, this has been automated through the use of the GAs, so that it can be used in a service-oriented environment. It is necessary to stress that our approach does not enhance the actual GA process, but rather shows how it can be applied to the design and optimization of the ANN structure.

The first step in order to apply a GA to any optimization problem is to transform the investigated parameters to a format that can be manipulated by the former. Each candidate solution is coded like a chromosome in a bit-string format which represents the possible values for the input parameters of the function to be optimized. Afterwards the operators of the GA (mutation, elitism, crossover) evaluate the fitness of each solution and alter the members of the population in order to find a better combination. The logical mapping from the bit-string to the problem parameters appears in Figure 4 where $N_i$ is the number of layers used for each solution (activated), $T_i$ is the transfer function and $N/L_i$, the neurons per layer of the $i_{th}$ layer.

![Figure 4: Chromosome encoding for ANN parameters](Image)

In summary the phases that have been identified and described are the following:

a. Phase 1: The application inputs and outputs are extracted from the XML description (provided by the Application Developer)

b. Phase 2: The data set (including the inputs, outputs and training data, produced from historical data or benchmarking) is passed to the ANN, which receives the rest of the parameters (referring to the network design) from the GA population and returns the fitness criterion (MSE after the training process) to a solution more rapidly. In this paper, a comparison is also made between the random and the GA-based approach that confirms the selection of the latter.

A known problem of ANNs is the loss of generalization ability due to over-fitting to the training data. In order to tackle with this situation, the models from each generation that have the best performance in terms of the regular error criterion (MSE on the training set) are saved and an additional generalization test is performed on them on a data set that has not been used during training. Then the network with the least mean generalization error is chosen as the final candidate. The conceptual diagram of the approach appears in Figure 5 and the according pseudo-code in Figure 6.

![Figure 5: Conceptual diagram of GA-based ANN design](Image)
c. Phase 3: The final candidate (best ANN) is selected from the Best Networks Pool with the use of the Generalization Assessment module.

1. Create initial random population
2. For i=1 to Max generations
   3. For k=1 to Max population members
      4. Take chromosome and check the first parameter (number of layers activated)
      5. For j=1 to Max number of activated layers
         6. Extract the parts of the bit-string that are activated
      7. End for
   8. Create ANN based on chromosome parameters
9. Train network
10. If Save_Criterion<global limit (arbitrary value defined at the beginning)
11. Save net in global best (for generalization check)
12. Return performance criterion (training or intermediate validation) to the GA
13. End for
14. Transform population with GA operators and create i+1 generation
15. End for
16. For every network inside global best
17. Check error in independent final validation test
18. If error< up to now best
19. This network is the best
20. End for

Figure 6: Pseudocode for the model creation

Another variation that was investigated is the inclusion of an intermediate step for generalization measurement, that can serve as a better metric for the GA. This metric (Mean Absolute Error of prediction on an intermediate validation set) can be used in order to save the best networks from each generation that exhibit this generalization capability (line 10 in Figure 6) but it can also be regarded as the evolutionary (fitness) metric, meaning that a network’s ability to interpolate its estimations accurately is the basic performance characteristic of the solution, rather than the adaptation to the training set (line 12 in Figure 6). For this approach to be implemented, the data set needs to be divided into 3 subsets, one for training, one for intermediate generalization measurement and one for the final generalization measurement, which is the ultimate metric for the selection of a network. Given that the size of the final validation set did not change, this means that the training set must decrease in comparison to the initial approach. The trade-off between this decrement and the new metric is investigated in Section 5.

The models created through the aforementioned steps may be used also in a more dynamic scenario, in which the SP enquiries repeatedly the MS for the predicted QoS levels, in case for example the conditions of the execution change. This may happen either due to application/user responsibility (new values for the input characteristics) or infrastructure management considerations.

4.2 Statistical Combination of Best Model Pool

As it was described in the previous sections, the algorithm stores progressively a number of suitable networks according to the “save” criterion chosen, thus creating a pool of the best models, before choosing from them the final candidate based on the final generalization test during Phase 3. At this point it was investigated whether it would be worthwhile to statistically combine these models and not choose one overall candidate, in order to create a more robust approach. This combination was performed through different statistical metrics such as the mean and median values.

If N models are available, then their mean estimated output can be calculated. The actual value of the estimated output is denoted as T, and the error of the ith model for a single estimation is ei. When a number of models are used, for which there is no absolute guarantee that one of them performs better than the others, by choosing only one, in the worst case scenario we can have that this model will produce its maximum error in this prediction. However, if the mean value of all the models is used, then:

\[
\frac{1}{N} \sum_{i=1}^{N} (T + e_i) = \frac{1}{N} \sum_{i=1}^{N} T + \frac{1}{N} \sum_{i=1}^{N} e_i = T + \frac{1}{N} \sum_{i=1}^{N} e_i
\]

which means that the error now is the mean error of all the used models:

\[
\left| \frac{1}{N} \sum_{i=1}^{N} e_i \right| < \max\{|e_i|\}
\]

This is especially helpful when there is no guaranteed way to know which network produces the best estimation. In many cases the best one may have a minor difference in the error produced from the second best.

Another aspect that was investigated was the removal of outliers. For this metric, we acquired the prediction from all the stored models and removed the values that had a deviation of more than three times than the standard deviation. Then the new mean prediction was calculated. A third approach was also based on a reduced window of the estimated outputs, starting from the middle of the sorted array of all outputs and investigating all windows of values above and beneath the middle value. This removal was extended from 0 (mean) to k/2 (median).

The evaluation of the framework is centered around three aspects. Initially the performance of the estimation algorithm and its variations is investigated in Section 5. Afterwards, a performance analysis of the framework in the two operations described in Section 3 is presented in Section 6, along with the enforcement of the parametric design.

5. Evaluation of the estimation algorithm

The application used in order to measure the ability of the estimation algorithm was the encoding of raw video in MPEG4 format with the FFMPEG encoder [15]. As predictors, specific characteristics of the application were chosen. These were the...
duration of the video, the frames per second (FPS) used in the capture, the resolution of the images and an index of movement inside the video (0 for still images, 0.5 for mediocre movement and 1 for intense movement). The identification of the predictors lies on the latter, but they do not require extensive knowledge of the internal code of the application, only experience gained from using the component. The developer does not need to be an expert on the application or on workload forecasting to identify them. The predicted output was the execution time of the encoder (which is regarded as the QoS level offered in the SLA), that is the completion time until a specific video file is converted to the compressed format. For describing the hardware capabilities of the physical node of execution, two parameters were considered, the number of cores of the CPU and its speed. From the available data set, about 70% was used for the training (50% for direct training and 20% for intermediate validation of the generalization capability) of the models and the remaining 30% was used for the validation of each model’s accuracy, as an independent validation set. This set was not used during training of the ANN.

With relation to the original version with the multivariate regression (described in [28]), we have also included hardware descriptors in the model, in order to observe their effect on the QoS levels of the application, for a given configuration. The testbed included 4 different machines with different number of cores and CPU speed. Each execution of the dataset was conducted 5 times, from which the mean time was extracted. It is recognized that these hardware metrics are quite crude however extensive research has been performed in the field in order to identify a more suitable characteristic, with no concrete outcome. Some indicative approaches are the Matlab benchmark tests [32], SPEC [33], Berkeley Dwarfs [34] etc. Due to the flexibility of the ANN approach and their black box nature, the hardware metrics can be replaced at any time with other more detailed ones.

80 different configurations were performed, by varying the model input parameters that have been described above. Overall, 8 different versions of the proposed approach were examined and compared to a random network design process. The latter created 600 different networks in a random fashion (same number as the maximum produced through the GA). The variations of the algorithm depended on what GA metric was returned as a performance metric for the network, if intermediate validation was used and what condition for saving networks throughout the generations applied. These versions appear in detail in Table 1, where MSE is the Mean Square Error of the networks in the training data set and IVE is the Intermediate Validation Error which is the Mean Absolute Error (MAE, Equation 1) in the intermediate validation data set.

\[
MAE = \frac{\sum_{i=1}^{K} | f (x_i) - Y_i |}{K} \times 100
\]

Equation 1: MAE definition: K number of samples, \( f \) estimated output (completion time), \( Y \) real output

### Table 1: Different Variations of the Algorithm

<table>
<thead>
<tr>
<th>Version</th>
<th>Intermediate Validation</th>
<th>Returned GA performance metric</th>
<th>Save Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No</td>
<td>MSE</td>
<td>MSE&lt;10⁻²</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>MSE</td>
<td>MSE&lt;10⁻⁵</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>MSE</td>
<td>MSE&lt;10⁻⁷</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>MSE</td>
<td>IVE&lt;15%</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>IVE</td>
<td>IVE&lt;15%</td>
</tr>
<tr>
<td>6</td>
<td>Yes</td>
<td>IVE</td>
<td>IVE&lt;8%</td>
</tr>
<tr>
<td>7</td>
<td>Yes</td>
<td>IVE</td>
<td>IVE&lt;15% and MSE&lt;10⁻⁷</td>
</tr>
<tr>
<td>8</td>
<td>Yes</td>
<td>MSE</td>
<td>IVE&lt;15% and MSE&lt;10⁻⁷</td>
</tr>
</tbody>
</table>

For all these cases, the statistical analysis that was presented in Chapter 4 was also tested. The MAE of the mean, the median, the removal of outliers and the best window were compared with the overall best model MAE produced from each version examined and are presented in Appendix B. These errors refer only to the independent final validation set. In some plots the outliers are the same as the mean, due to no outlier detection.

Table 2 contains the comparison between the top 5 different approaches and variations investigated above, along with the random selection, for comparison purposes. While the best one (Version 4-Best model) did not have the best Mean Absolute Error, however its superior performance in the maximum error along with the minor difference in the MAE makes it a more suitable candidate for the final selection. From this table it is evident that the approaches presented in this paper outperform the random design method. Furthermore, despite the fact that a strict metric is used, like the Mean Absolute Error, the results are reliable and are able to predict with accuracy the output, based on a per execution basis. One additional benefit of Version 4 is the metric for saving the networks. In the cases where the MSE on the training set is used as the save criterion, this is an arbitrary value that may change from application to application and from one data set to another. However the need to have an absolute validation error of e.g. <15% is generic.

From this analysis, it can be concluded that the statistical combination of the models did not significantly help in improving the overall quality of the estimations. Three out of top 5 were the best models and the only statistical combinations that reached the top-5 regarded the overall best version (Version 4). This is indicative that all (or most of) the saved networks produced from this version were the most accurate and that this factor aided the statistical combinations to reach an increased level of accuracy. Conclusively, Version 4 is the resulting fittest approach. One significant outcome is also that despite the fact that in Version 4, the training set was reduced from 70% to 50% of the original data set in order to perform the intermediate validation (in comparison to Versions 1-3 that did not use this step), this decrease actually benefited the network design process, since it guided it towards characteristics that express better generalization capabilities.
Furthermore, the robustness of the approach is evident due to the fact that even the statistical combination of numerous models is worse than the overall best candidate. In Figure 7, the progress of the saved networks per generation is portrayed. This is another indication of the convergence of the GA. The lack of stability in this process is due to the inherent randomness of the GA operators such as mutation and crossover.

Table 2: Best versions for the FFmpeg execution time prediction (MAE on the independent validation set)

<table>
<thead>
<tr>
<th>Version</th>
<th>Neurons / Transfer Functions per layer</th>
<th>Mean Absolute Error (%)</th>
<th>Maximum Absolute Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version 4 (Best model)</td>
<td>6-13-1 Tansig-Softmax-Tansig</td>
<td>8.21</td>
<td>22.45</td>
</tr>
<tr>
<td>Version 5 (Best model)</td>
<td>6-10-13-1 Softmax-Satlin-Satlin-Satlin</td>
<td>7.68</td>
<td>39.96</td>
</tr>
<tr>
<td>Version 4 (Best window)</td>
<td>- -</td>
<td>8.04</td>
<td>30.58</td>
</tr>
<tr>
<td>Version 4 (Median)</td>
<td>-</td>
<td>8.07</td>
<td>29.48</td>
</tr>
<tr>
<td>Version 1 (Best model)</td>
<td>6-28-2-1 Tansig-Radbas-Tansig</td>
<td>8.68</td>
<td>23.76</td>
</tr>
<tr>
<td>Random Best</td>
<td>6-10-1 Satlin-Satlin-Purelin</td>
<td>10.20</td>
<td>36.95</td>
</tr>
</tbody>
</table>

Figure 7: Saved Networks over generations for Version 4

At this point it must be stressed that the framework may be used at any time by the SP or a more specialized component like an evaluator, for acquiring runtime predictions on the fly. For example, due to the flexibility of the predictors, the SP may perform ad hoc enquiries each time a new file is submitted for encoding, and based on the specific characteristics of the file, thus achieving a more dynamic management of the application. New predictions may be acquired also in case the SP needs to reallocate the application to a new hardware node, for internal management purposes, and thus needs a new estimation for the output of the model when executed on the new assignment node.

The same ANN optimization method has also been applied for the creation of the models in [17], in a differentiated application type. In that paper two ANN models were created in order to predict the mean delay and the standard deviation respectively of an e-learning server’s responses. The models in that case also showed extensive accuracy, with errors of 2.51% and 2.75% respectively. The predictors that were used as inputs to the models were the number of users, the real-time scheduling configuration and the characteristics of the physical server on which the application was deployed.

6. Parametric Analysis

In this section, the detailed steps of the parametric methodology are enforced on the case study service, the layered service estimation framework described in Section 3. A detailed performance analysis is made on the simple version of the service (one thread raised for each incoming request) and based on the findings the parametric form of the service described in 3.2 is concluded.

6.1 RequestPrediction Method

6.1.1 Step 1: Detailed Timing Analysis

In order to measure and stress the system’s performance, a number of different scenarios have been tried out. Overall, measurements have been performed, for both phases that are described in Section 3.1. More emphasis has been given to the requestPrediction method, which is more critical in terms of time performance. This is due to the fact that it is used during the online negotiation stage, where the Service Consumers are also involved.

In detail, the following cases have been taken under consideration:

- Standalone execution of the Octave model, in order to investigate what is the baseline time needed for Octave to calculate the estimation and for different numbers of concurrent executions. This corresponds to Step 17 of Figure 2 and is denoted as $T_{OCTAVE}$.
- Service execution of the Octave model (requestPrediction), in order to measure the overall time $T_{NL}$ of steps 9,13,14,15,16,17, 9b of Figure 2 when $T_{WAIT}$ is zero and the internal service processing time ($T_{INT}$). The latter can be deconstructed to preprocessing time ($T_{PRE}$-steps 13,14) and octave time ($T_{OCTAVE}$-step 17)
- Usage of clients on the same and on different machines, to observe the overhead of the clients to the service performance. This is critical for cases where services are merged on the same physical host.
- Batch execution for multiple predictions. This was based on the assumption that most of the delay was due to the service initialization ($T_{obj}$). Thus, starting the latter once and performing multiple predictions in the same instance was also considered in order to observe the pure processing time for one prediction ($T_{obj}$) inside the Octave environment.
- Change of the WS layer, to replace the SOAP-based technology with the REST protocol and measurements of the inner response times. This was the time elapsed from the call reception to the call end. By subtracting the inner response times ($T_{INT}$) from the overall response times ($T_{INT}$) we can observe the delay inserted by the different service protocols ($T_{SCT}$-steps 9 and 9b). By comparing the standalone Octave executions ($T_{OCTAVE}$) to the inner response times of the service versions, we can observe the delay inserted by the processing ($T_{PRE}$) that is
needed inside the service and has to do with XML processing, ASCD repository access etc.

In order to ensure that the desired number of concurrent calls would be performed, the according number of clients was launched. Each client performed a requestPrediction call for 500 times in a sequential way. Each client also documented the response times of the requests. In Figure 8 and Figure 9, the results from the experiments are portrayed. Detailed delays are included for all the scenarios mentioned in the previous paragraph, in order to observe the effect of the various parameters on the times. The main conclusion is that all times appear to have a linear dependency on the number of concurrent calls. Another critical conclusion is the division of the delays in the previously mentioned steps. In detail, the breakdown of the time delays in the various stages is 4% for the WS layer (T_{W}), 28% for the XML processing (T_{PRE}), 66% for the Octave startup (T_{OS}) and 2% for the internal Octave model calculations (T_{OP}). Hence we can conclude that is that the Octave startup time is the main reason for the aforementioned delay.

This is also evident by the far improved per estimation times for the batch requests (100 estimations compressed in one call). When having batch estimations, this startup time happens only once for the service call and only one Octave thread is serving the request. The range of this startup time is around 1 second (for 1 client), as can be roughly seen from the differences between single and batch execution in Figure 9. After that, for each estimation the time needed by Octave in order to apply the inputs to the model and acquire the output is in the range of 20 milliseconds for 1 client.

The overhead of calls when these are performed from the same machine (Figure 8) due to the extra strain on the server is insignificant. This can be helpful in cases where it is needed to concentrate all the services in one physical node for consolidation purposes. Calls on the other hand that originate from different machines have larger deviations due to network delays but slightly improved delays. However this conclusion may be service-specific. In this case, the internal processing times for Octave (T_{OCTAVE}) are significantly higher than the service delays (T_{SC}), which helps in hiding the effect of the specific parameters.

6.1.2 Step 2: Identification of Bottlenecks

The performance analysis of the service behavior that was presented in the previous section is very beneficial if it used as feedback in the design of the service. Through this analysis, the weak and strong points of the implementation have been identified. The vast majority of the delay during the requestPrediction operation is owed to Octave initialization and concurrently active Octave threads. The pure processing time for running the models is very low. Thus concentrating requests in a single call to Octave and performing batch estimations is very beneficial, since we can gain the delay that is due to Octave startup and minimize the concurrently running Octave threads.

6.1.3 Step 3: Alternative Design/implementation patterns: Load Aggregation as a preprocessing step

The addition of a Load Aggregator component (Figure 3) as a front-end for the service can serve the purpose of gathering incoming requests from individual clients and reduce the number of Octave startups, as already described in Section 3. These requests can be merged into a queue until a criterion is met (maximum number of requests or time interval) and then the process can continue (Octave startup and internal Octave processing) as a batch process. This way we can avoid the Octave startup time, which as seen from the measurements corresponds to almost 66% of the delay. However an analysis must be conducted in order to investigate whether this implementation actually benefits response times and what are the fittest parameters that must be selected (e.g. waiting time before launching Octave in order to serve the request queue).

This design does not assume that the arrival rate of requests is synchronized. The requests may arrive in an asynchronous manner. The purpose of the waiting time is to gather and queue these asynchronous requests into one batch request towards the Octave environment, which as seen from the timing analysis is very beneficial for the performance of the service framework.

Let’s denote as R(t) the request arrival. As seen in the measurements, the delay times are directly related with the number n of concurrent requests made towards the server and can be calculated during runtime by the service. The overall delay for one request T_{NL} (without Load Aggregation) is then given by Equation 2, if we consider the mean values that are extracted from the measurements.

\[ T_{NL} = T_{PRE} (n) + T_{OS} (n) + T_{OP} (n) \]

Equation 2: Delay for serving n concurrent requests without the Load Aggregator

Some indicative values for these relationships for the specific implementation are depicted in Equation 3, after fitting a line to the according graph, with a norm of residuals equal to 0.5687:

\[ T_{NL} = \alpha n + \beta \]

Equation 3: Delay for serving n concurrent requests with the Load Aggregator

\[ T_{NL} = \alpha n + \beta \]

Equation 4: Number of concurrent clients
\[ T_{\text{PRE}} = 0.394 * n + 0.0086 \]
\[ T_{\text{OCTAVE}}(n) = T_{\text{OS}}(n) + T_{\text{OP}}(n) = 0.85 * n + 0.081 \]
\[ T_{NL}(n) = 1.244 * n + 0.0896 \]

**Equation 3: Extracted values from experimental results for single estimation per service call without Load Aggregation**

Figure 9: Comparison of delays for the three different steps (\( T_{NL} = T_{PRE} + T_{OP} \)) for single and batch estimation

For a given period of time, the number \( n \) of concurrent calls can be found if the overall time is measured (from the mean of the individual response times) and we solve Equation 3. Now let’s consider waiting for \( T_{W} \) amount of time before launching the Octave environment. During this time, all the requests that arrive and finish the preprocessing layer (service call and XML processing) are entered in a queue. At the end of \( T_{W} \) Octave is launched and all the requests in the queue are processed. The overall requests \( N_{R} \) that have arrived during this interval (0 to \( T_{W} \)) are given by Equation 4, if we consider a constant rate \( C \) of arrivals:

\[ N_{R} = \int_{0}^{T_{W}} R(t) \text{d}t = C * T_{W} \]

**Equation 4: Arrived requests during interval \( T_{W} \)**

These are not exactly the requests that need to be served because they have not been preprocessed (in the XML processing part) in time in order to enter the queue. However, given that the same happens for the previous time interval, the remaining requests from that slot are served during the current one. Thus the overall requests are indeed given by Equation 4, if we consider a constant rate for \( R(t) = C * t \). The delay interval \( DI \) before all requests are served is given by Equation 5, for the worst case scenario which is depicted in Figure 12. In this case, the preprocessing ends just after the \( T_{W} \) of the previous interval expires. Thus there is no overlap between \( T_{W} \) and \( T_{PRE} \) and they are both added in full in the \( DI \), along with the processing time needed by Octave. \( T_{\text{OCTAVE}} \) is the time needed by Octave to calculate the answer, which is analyzed in the time needed to start the environment (for 1 user) and the time needed for one estimation, multiplied by the number of \text{pending} \ requests gathered during \( T_{W} \). \( T_{PRE} \) is the preprocessing time for each request, which is not affected by the number of concurrent calls if \( T_{PRE} \leq \frac{1}{C} \).

\[ DI = T_{PRE} + T_{W} + T_{\text{OCTAVE}} = T_{PRE}(1) + T_{W} + T_{OS}(1) + N_{R} * T_{OP}(1) \]

**Equation 5: Overall Delay Interval for providing the answer.**

The number of concurrent requests is now \( n=1 \), because all the requests have been merged through the Load Aggregator. Then to count the overall mean delay per request \( T_{L} \) we can sum the individual delays of each request (Equation 6).

\[ T_{L} = \frac{1}{N_{R}} \sum_{k=0}^{N_{R}-1} ( DI - k * \frac{dR(t)}{dt} ) \]

**Equation 6: Average delay per request for Load Aggregation**

Now the condition for enabling the Load Aggregator mode is when \( T_{NL} > T_{L} \). In order to find the waiting time \( T_{W} \) we can follow Equation 7. A simple sanity check indicates that if \( C \) is very high (indicating sparse requests) then \( C \) is very low, in which case \( T_{W} \) will have a negative value, indicating that Load Aggregation should not be enabled. This is expected since when requests are sparse, \( n \) in Equation 2 would be always 1.

\[ \frac{1}{C} \sum_{k=0}^{N_{R}-1} ( DI - k ) < T_{NL} \Rightarrow T_{W} < \frac{2 \ast C \ast ( T_{NL} - T_{PRE} - T_{OS}(1) ) - 1}{C + 2 \ast C^2 \ast T_{OP}(1)} \]

**Equation 7: Condition for determining \( T_{W} \) based on value of \( C \)**

Furthermore, we can bind \( T_{W} \) to be greater than \( 1/C \) (request inter-arrival time), because for \( T_{W}<1/C \) the Load Aggregation phase is degenerated to the no aggregation phase. Each request is served as standalone and not through batch estimation. So we need that

\[ \frac{1}{C} \leq \frac{2 \ast C \ast ( T_{NL} - T_{PRE} - T_{OS}(1) ) - 1}{C + 2 \ast C^2 \ast T_{OP}(1)} \]

which after solving is reduced to:

\[ \frac{1}{C} < T_{NL} - T_{PRE} - T_{OS}(1) - T_{OP}(1) \]

**Equation 8: Limit of \( C \) for applying the Load Aggregation**

In conclusion, if Equation 8 is satisfied during runtime, then we can enable the Load Aggregation, with a waiting time that is according to Equation 7. Otherwise no load aggregation is enabled. At this point it must be stressed that we used the assumption of constant rate of requests in order to simplify the analysis. In real life situations one can expect a more probabilistic form of request arrivals. In order to simulate these arrivals with the constant rate, we considered \( C \) as the mean value of the inter-arrival times, when these are given by a probabilistic distribution. For identifying the fittest types, numerous interesting works exist (individually [42],[43] and [44]), from which however no single distribution can be identified. In general, the type depends on
various features, such as the examined dataset, the type of metric observed, the type of the service/website etc. However, the 4 most prominent were Weibull, Pareto, Gamma and Poisson. For these, we have considered 3 different mean values (0.1, 0.5 and 1 seconds) for the inter-arrival times. For each configuration, 10000 values were generated through these distributions for each mean value. The mean response time of the service for the calls following the produced inter-arrival times was documented and compared against the same mean response times following the produced inter-arrival rate as the mean value (0.1, 0.5 and 1 seconds). The results (which appear in the Appendix A) show that indeed the constant rate can in most cases be used, given that it depicts very similar mean response times compared to distributions with the same mean value.

It is acknowledged that in the examined operation, this difference (~60 ms) is not significant given that the overall service times are close to 1.2 seconds for the single client case. However in services where the inner processing is more lightweight (in the range of a couple of hundred milliseconds) it is expected to have much greater effect. But despite the speed difference (which favors REST), the call failure difference supports the usage of SOAP in cases where call failure is unacceptable. This call failure seems to linearly increase in the REST case when workload increases.

Comparison between RESTful and SOAP implementations

An interesting conclusion from the timing analysis is that overall the RESTful implementation is marginally faster than the SOAP based one, as depicted in Figure 9. The distributions of the individual response times are depicted in Figure 11. It must be noted that these are the overall times. However, as seen from the standard deviations in Figure9b, these are significantly increased for the REST cases. So overall, the mean times are very similar, REST is faster, however the distribution of the values shows that the SOAP protocol is more smooth. The diversity of the response times for values that are close to zero (~0.2 seconds) for the REST implementation is indicative that the call failed. This can be safely assumed since the Octave environment needs around 1 second at least to start. This failure is experienced for 128 cases of the 4008 samples gathered, thus around 3.2%. This does not happen for the SOAP implementation and can also explain the increased standard deviation values that are portrayed by REST.

However, this marginal difference of REST is on the overall response times. After subtracting the inner times from the overall service times, removing the values for which REST failed and comparing the mean values for 8 concurrent clients, the mean REST call time was found to be 6.68 milliseconds (with standard deviation of 2.1 milliseconds) while the SOAP call time was 79.81 milliseconds (with standard deviation of 514 milliseconds). The large value of the deviation is due to three values in the dataset (out of 4000 samples) that exhibit a very high delay (specifically 8, 17 and 26 seconds). If these values are removed, the mean SOAP delay is reduced to 67 milliseconds and the standard deviation to 57 milliseconds. Thus there is one order of magnitude difference between the two protocols.

6.2 CreateModel Operation

6.2.1 Step 1: Detailed Timing Analysis

For the CreateModel operation, the results appear in Figure 12. Again the delays seem to be linear compared to the number of concurrent requests made to the server. One anticipated outcome is that this operation takes much more time then the requestPrediction, because of the nature of the algorithm described in Section 4. However given that this time is random for each different execution, due to the randomness of the parameters that are selected through the GA, we have also plotted the standard deviation of the runs. For each data point, 30 different executions were performed and the mean value from these was considered as the delay. The standard deviation of the measurements is within expected values.
Ideally, in order to be able to meet the elastic demand, the service should be elastically expanded (burstressed) to a Cloud provider. This means that a new instance of the server should be created on the Cloud for every new request for model creation. This way, the performance of the createModel operation would be stable, scalable and similar to the delay portrayed for one call. The difference would be located in the additional delay inserted in order to activate the Cloud Provider’s API and boot the VM that contains the server and in the additional cost. This was in the range of 40-60 seconds.

6.2.3 Steps 4-5: Identification and dynamic adjustment of critical parameters boundaries:

A boundary based on price for starting and utilizing new VMs in the Cloud can also exist, in order to achieve a trade-off between performance and cost. If $C_{\text{MAX}}$ is the maximum desired cost, $C_{\text{CUR}}$ the current cost, $T_{\text{CUR}}$ the current mean delay of the responses and $T_{\text{TARGET}}$ the desired value, then the decision process may follow the pseudo-code in Figure 13.

```
1. for each incoming createModel request
2. if $C_{\text{CUR}} < C_{\text{MAX}}$ and $T_{\text{CUR}} > T_{\text{TARGET}}$
3. call Cloud API (addVM)
4. wait until VM is booted
5. forward request to VM
6. get response (model stored)
7. forward response to original caller
8. terminate VM
9. end
```

Figure 13: Pseudo-code for bursting into the Cloud

7. Conclusions

In this paper we have presented a service-oriented framework for implementing Octave-based workload forecasting methods. This framework can be applied in a real-life production environment, in order to aid in the SLA negotiation process between consumers and service providers in SOIs. In this context the proposed framework is generic and loosely coupled, so that at any time specific layers can be removed and replaced by more advanced ones. The flexibility of the approach has been demonstrated through the use of different WS protocols.

From the measurements it has been seen that the Octave startup time is the major bottleneck of the service (~1 second for 1 client or 66% of the delay). Differences in WS protocols can improve the pure service call times by an order of magnitude, but in this specific implementation this does not translate to a significant overall performance gain (~4%) due to the increased internal processing times. REST-based implementation also suffers from a 1.5-3% call failure depending on the number of the concurrent calls. The pure estimation time inside the GNU Octave tool is around 20 milliseconds (for 1 client). Required processing for service purposes is around 0.4 seconds or 30% of the delay (for 1 client). All the delays show a linear dependency from the number of concurrent requests being processed by the server. Furthermore, a methodology for creating parametric services with optimized behavior has been highlighted and has been demonstrated on the implemented service.

For the future, one goal to pursue is to extend the usage of this framework for solving optimization problems, in the context of the EU-funded FP7 project OPTIMIS. Our main objective is to replace the estimation framework based on GNU Octave with an optimization framework based on the GAMS tool [31], in order to use it during admission control of services in Cloud infrastructures. The conclusions and design aspects that were demonstrated in this paper can be extended to any similar service that utilizes specialized embedded software in the bottom layer.
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