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ABSTRACT

Cloud/Grid environments are characterized by a diverse set of technologies used for communication, execution and management. Service Providers, in this context, need to be equipped with an automated process in order to optimize service provisioning through advanced performance prediction methods. Furthermore, existing software solutions such as GNU Octave offer a wide range of possibilities for implementing these methods. However, their automated use as services in the distributed computing paradigm includes a number of challenges from a design and implementation point of view. In this paper, a loosely coupled service-oriented implementation is presented, for taking advantage of software like Octave in the process of creating and using prediction models during the service lifecycle of a SOI. In this framework, every method is applied as an Octave script in a plug-in fashion. The design and implementation of the approach is validated through a case study application which involves the transcoding of raw video to MPEG4.
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1. INTRODUCTION

Service Oriented Architectures (SOAs) [1] refer to a specific architectural paradigm that emphasizes implementation of components as modular services that can be discovered and used by clients. Infrastructures based on the SOA principles are called Service Oriented Infrastructures (SOIs). A basic principle that governs the operation of such environments is that the relations between the SOA initiators and requesters are driven by Service Level Agreements (SLAs) [2]. This means that the roles of the parties involved in a transaction in a SOA-based environment (service provider and service customer), the relation itself and the relation details are defined by SLAs. In most cases, SLAs define the service that will be offered, the Quality of Service (QoS) parameters (expressed with specific terms) as well as other terms related to the involved parties (e.g. compensation in case of SLA violation). QoS provisioning and management in general is a very important and challenging field of research in distributed environments. In [3] an approach is presented for managing QoS in SOA that focuses on the categorization of the quality characteristics and uses a specific XML-based language for applications and service providers to express QoS requirements and contracts.

Taking into account that the QoS requirements submitted by the end-user are stated into the SLA, what is essential for the service providers prior to signing the specific SLA refers to an estimation of the resources needed to fulfill the user requirements for every application that is offered as a service from his/her platform. To this direction, performance prediction and modeling is considered of major importance since the service providers need to determine the resources in order to fulfill the QoS requirements of the application while at the same time resource utilization must be maximized.

1 This work has been supported by the IRMOS project and has been partly funded by the European Commission’s IST activity of the 7th Framework Programme under contract number 214777.
To this end, a number of methods have been implemented, from graph based ([4],[6] and [7]) to probabilistic ([8]) and machine-learning ones ([9][9]). In general, a model is built in order to predict the output from the input, usually by taking into account suitable parameters or by analyzing past historical data. Models can be based for example on linear functions, neural networks, classification and regression trees or statistical properties. However, in general there is no specific framework for implementing such methods, especially in a service-oriented environment. Useful and widely adopted tools, such as GNU Octave ([21][21]) make the implementation of such methods much easier than with standard programming languages such as Java or C++. Octave is an open source, community-driven high level numerical computation software, very similar to Matlab. It can be used for implementation of advanced methods like the aforementioned ones, used in the context of performance prediction or analysis. However the automated adaptation of software like Octave on distributed environments is far from perfected. A very thorough analysis on various schemes of this sort can be found in [17].

The major aim of this paper is to present the IRMOS project([24] Mapping Service, a service framework, in which all the aspects of the SOA paradigms will be taken into consideration and the resulting solution will be able to implement whatever estimation method as an Octave script. To this end, all functionalities that are required by such a service are addressed, from XML-based information extraction regarding critical information for an application, embedding of Octave software for use in the service lifecycle and up to retrieval of historical data from databases, a key feature of interest since all methods use the latter.

The service-oriented implementation approach that is presented is generic and can be applied in service oriented architectures. The layered architecture that has been followed for the implementation of the mechanism can be used for adopting every performance prediction technique that can be written in Octave and focuses on the decoupling of the framework from the method used. The latter is used as an Octave plug-in, which can be altered at any time, without further additions. Furthermore, due to the layer approach, the dependencies from specific OS or distributed computing software toolkit used are minimized.

The remainder of the paper is structured as follows: Section 2 presents related work in the field of service oriented performance estimation and enablement of mathematical software through Web/Grid services. The next section describes in detail the functionality of the service along with the specific supportive actions whereas Section 4 introduces the service layer approach and the per layer implementation. In Section 5 we present a case study based on the application of encoding raw video in MPEG4 format. In order to demonstrate and evaluate the operation of the implemented mechanism a set of simple approximation techniques such as multivariable regression and polynomial fitting, are used, in order to produce approximating functions that connect the application input characteristics (as predictors) with the execution end time of the application (as the QoS level offered by the SP). The aim of these methods is just to demonstrate the abilities of the framework and not to provide efficient performance predictions. Finally, Section 6 concludes the paper with a discussion on future research and potentials for the current study.

2. RELATED WORK

There are various approaches for service oriented performance prediction mechanisms that aim to estimate the resources needed for the execution of specific applications in the SOI realm or for offering mathematical software in distributed environments. For example, in [12], the Network Weather Service includes a set of forecasters and sensors in a distributed environment, in order to retrieve data dynamically and apply them to modules that implement advanced prediction techniques. While ahead of its time, this implementation was heavily based on C language, thus making the implementation of the techniques used more difficult and time consuming.

A framework for incorporating QoS in Grid applications is discussed in [5]. In this paper, a performance model to estimate the response time and a pricing model for determining the price of a job execution are used. In order to determine whether the client’s QoS constraints can be fulfilled, for each QoS parameter a corresponding model has to be in place. The main disadvantage is that Vienna Grid Environment (VGE) does not prescribe the actual nature of performance models. It specifies only an abstract interface for performance models, taking as granted that these models will be provided from analytical modelling or historical data. But analytical modellling in general requires a thorough knowledge of the application, in order to develop the equations that depict its performance. However, in the case of SOIs, this knowledge may not be available in the wanted level of detail.

In [14], the authors present GridSolve, which emphasizes the ease-of-use for the user and includes resource monitoring, scheduling and service-level fault-tolerance. In addition to providing Fortran and C clients, GridSolve enables scientific computing environments (such as Matlab) to be used as clients, so domain scientists can use Grid resources from within their preferred environments. This effort attempts to go the other way around and “gridify” applications such as Matlab and Octave, in order for them to be able to exploit distributed resources. This is also done for Maple in [15] and for a variety of computer algebra packages in [18]. While these works are significant, it is questionable how the produced services can be used in an integrated service oriented environment during the service lifecycle. They can be considered mainly as a successful effort to improve the performance of software like Octave through distributed infrastructures.

In [13], an architecture very similar to the design presented here is followed, in order to provide Maple-based mathematical web services. While very promising, this approach is not incorporated in a Grid/Cloud environment and focuses mainly on the offering of mathematical services. In the GENSS project [16], the main focus lies on the matchmaking techniques for advertisement and discovery of mathematical services, from a semantic point of view. The authors of [22] demonstrate the use of Octave for creating performance models for network interfaces based on queuing models, while in [23] a limited part of Octave is offered through Web Services interfaces for use of the signal processing functions by mobile phones.

The design presented in this paper aims at providing the service oriented framework for performance prediction methods in a generic way without requiring detailed knowledge of the
internal parts of the infrastructure or the application, but only by creating an Octave script of the proposed method. The latter is especially important for use by people who may be experts in the performance estimation realm but are not directly involved with the issues and development of SOIs. Furthermore, the designed service can be used in real life automated environments, e.g. during the SLA negotiation process between a Service Provider and the client.

3. Mapping Service Functionality

In the IRMOS framework, which is a platform offering real time execution on service oriented infrastructures, in order for an application to be included in the Service Provider’s list of enabled services, a number of steps must be implemented in order to adapt it to the framework. These steps are described in detail in [19]. In a nutshell, the application developer needs to create an XML description of his application, including a set of characteristics for its functional and non-functional requirements. This description is called Application Service Component Description (ASCD) in the IRMOS language. Afterwards, the Service Provider needs to go through the process of creating a number of mapping rules, that ,in IRMOS, are considered as the first level of performance prediction and are used for the mapping between user requirements, application characteristics and the resources needed in order to meet the QoS levels that will be exposed in an SLA. The aim of this paper is to describe the framework for the creation of these mapping rules/models, however the design and implementation that was followed is generic, thus enabling the Mapping Service to be used even outside the aforementioned platform. The overall platform architecture of IRMOS can be found in [25]. At this point it must be stressed that while the interests of the Application Developer and the Service Provider seem contradictory, this is not the case due to the value chain followed. From this point, the Application Developer adapts his application to the IRMOS platform, in order to be used by other parties (customers) through the Software-as-a-Service model. So it is actually his/her interest to aid the platform to correctly predict the necessary resources, so that the application runs smoothly with the minimum resources, in order to be competitive in comparison to similar applications. Furthermore, there are more than one IRMOS platform providers, so for the same reason (competitiveness) the latter want to achieve accurate predictions. In order to design such a service, one must take into account all the different functionalities that need to be implemented in order to have a fully operational platform component. The high level functions that must be provided are a) model creation based on the performance prediction method b) model exposure for the estimation process. Furthermore, these processes must be fully automatic in order to fit in the service oriented infrastructure.

3.1 Model Creation

For a model to be created, a number of steps must be implemented:

- Acquisition of information regarding the application that needs to be modeled (this includes predictors-inputs, estimated outputs, possible values of the parameters etc.)
- Acquisition of historical data from a database that are going to be used as the data set for the method
- Passing of the parameters to Octave
- Octave method script and its execution in the service lifecycle
- Storing of the rules for future use

One key point here is the extraction of information regarding the application. This can be done via an XML-based schema, which is instantiated by the application developer and contains critical information regarding the inputs and outputs of the software module. What is considered as critical information are the inputs and outputs of the application, mainly the inputs or characteristics that influence application performance and are regarded as predictors and the outputs that can be considered as the QoS metrics. Furthermore, for these elements, ranges of possible values must be identified or enumerations regarding their acceptable values. This is mainly done because in a variety of methods, normalization of the data into common intervals is needed. In order for the conversion to take place, the allowed values must be described in a descending or ascending order of importance. The schema used is described in [19]. To this end, the main service must be able to process the XML description and extract all the necessary info for the application.

From the previous steps, the necessary components can be identified. These include the core service (Mapping Service) which is responsible for the coordination of the entire process and the main processing tasks. The Application Description Repository contains the XML descriptions of the components, while the Historical Database is used to store data from previous executions. These may originate from already existing historical data or from benchmarking. Finally, the Model Repository contains the stored rules after the finalization of this operation (Model Creation) The sequence diagram for the CreateModel operation of the service appears in Figure 1. The interfaces that need to be implemented after the triggering of the service by the external world (in our case the other services of the IRMOS Framework) are (1) the retrieval of the XML description from the application repository, (2) the retrieval of the historical data from the Database and (3) the storing of the model functions in the Model Repository. For the internal operations, the processing of the XML description and the actual creation of the models are needed.
This phase is envisioned to be included during the application adaptation to the service oriented platform, for creating the models of the application component. Whether this can be included directly in the runtime negotiation mainly depends on the implemented method and if it can create models on the fly in a logical time interval. In many cases these methods are time consuming, involving costly numerical computations. This time is deteriorated by the fact that Octave is slower than traditional programming languages. However given its diversity and ease of implementation and the fact that the models do not need to be created on the fly during negotiation but in an earlier (in any case automated) phase, this delay is not a hindering factor.

Furthermore, while it is generally considered as an interactive environment, Octave can also be run via command line, in an automated fashion, thus enabling its variety of tools and functions to be used in a SOA approach.

3.2 Model Usage

For a model to be used, a number of steps must be implemented:

- Request for an estimation based on the model predictors (such as application inputs/characteristics/)
- Acquisition of information regarding the application (this includes inputs, outputs, possible values of the parameters etc.)
- The model is retrieved from the repository and run with the current set of predictors
- The response is passed back to the Service Provider

The sequence diagram of this phase appears in Figure 2. Interfaces must be implemented towards the external framework (in this case the IRMOS framework described in [25]) for accepting estimation requests and towards the Model Repository for retrieving during runtime (in SLA negotiations for example) the models. Also, a similar to the previous phase interface towards the Application Description Repository is necessary in order to obtain the ranges of the inputs for normalization purposes. The main internal operation, other than the XML extraction described previously, is to execute these models through proper Octave scripts in order to get the estimated response that is passed back to the client.

This phase is in all cases lightweight and is used during runtime negotiations due to the fact that the model is already created during phase 1 and the time to execute it is negligible (for example it may involve the appliance of the input parameters to a model function in order to estimate the output parameters based on a mathematical function).

4. Service Oriented Implementation

The different layers in the service oriented architecture of the estimation mechanism are depicted in Figure 3. The reason for having these layers is because there are software solutions (such as Octave and Matlab) for easily implementing various estimation methods, but in order to pass information and arguments from the client to the bottom layer it was considered safer to include intermediate steps that would minimize the interdependencies from one layer to the next. This also increases the decoupling between the different layers, making it possible to change at any point one layer, with minimum interventions to the rest of the components. For example, for OS, the main element affected is the Shell script and for Octave a few commands in the Java core class relating to the passing of the dataset and the execution command in the shell script.

The resulting implementation is also generic and fully decoupled from the underlying algorithm, since at any time the developer may switch the methods of estimation by simply replacing the underlying scripts (A, B, C or D). In our case, with the use of such a decoupled solution, it was feasible to easily implement the mechanism with more than one method as mentioned in Sections 4.4 and 5. These methods can, at any time, be increased or combined in order to have an even more robust estimation approach. Following, details are presented with regard to each layer.
4.1 Middleware Level (GT4)

The service-oriented version of the mechanism presented in this paper was implemented using the Globus Toolkit version 4 (GT4) and runs under the standalone container that the toolkit offers. GT4 [11] is an open source Grid middleware that provides the necessary functionality required to build and deploy fully operational Grid services. It implements the WS-Security and other specifications relating to security, as well as the Web Services Resource Framework (WSRF), WS-Addressing and WS-BaseNotification specifications.

The WS interface in front of the mechanism acts as a gateway offering a single-point of access to its functionality while at the same time “hiding” its details and complexity from the clients. In more detail, the client of the service sends a SOAP request to the operation exposed by the WS interface. The SOAP message includes the input needed, i.e. the ID of the application software module for which a model needs to be created. This message is captured by the SOAP Engine running within the GT4 container which serializes the included information into Java objects before passing it to the service’s core Java class for further processing.

The operations described in Section 3 are exposed to the outside world through standard WSDL descriptions.

4.2 Connecting Level (Java Core)

The connecting component (Java class) that is in the center of the framework is the most critical part. It is responsible for taking the ID of the application component whose model needs to be created, retrieving the XML description (ASCD) of the Application Service Component and processing it. This processing is performed based on the tag names inside the ASCD, regardless of the depth level where the information is stored. This aids the developer in decoupling the structure of the ASCD from the rest of the framework, with only dependence the tag names. Based on the information extracted from the ASCD, the SQL interface is enabled and the data from the Historical Data Repository (MySQL DB) are retrieved and normalized, by taking into consideration ranges or enumerations of the predictors and parameters that were previously extracted from the XML description. The transformation of the data set into normalized values in a common predefined interval is necessary for internal processing reasons of the various estimation methods. For the ranges, this is quite easy, taking only the minimum and maximum range declared in the ASCD. For the enumeration it was considerably more difficult, since the list of possible values is dynamic for each case of inputs, so proper assignment mechanisms had to be implemented. These mechanisms are deployed in both phases of the service (CreateModel and RequestPrediction) due to the fact that the inputs received during the second must again be normalized in order to be used in the resulting model functions of the first phase.

Then the Java2Octave interface takes advantage of a suitable library [20] for storing these data as Octave readable data files. Afterwards the Java2System interface executes the shell script, which in turn initializes the Octave environment which is responsible for actually creating the models, after reading the dataset.

Thread locking mechanisms have been implemented during this stage so that overlapping requests to create models do not interfere with one another. The reason for not using this Java2Octave interface to also execute the Octave scripts is that the Octave engine that is provided in the library does not support the use of extra packages that are very helpful in Octave. Afterwards, a Java2System interface is executed in order to initialize the Octave method script execution as a system command (shell script). The most critical part in this process is to effectively capture the I/O produced by the system command so that the system does not halt. This manipulation is also achieved through proper use of threads for capturing input, output and error streams. These streams are transmitted back to the client, so that the progress of the process is observed. The time that Octave can execute in order to produce the model is bounded by the WS request timeout and is configurable.

When the execution finishes, the output of Octave, model, function etc., is transferred to the Rule Repository, so that it can be retrieved in the future for the Model Usage phase. The internal structure of the service appears in Figure 4.

4.3 OS level (FC9)

For the OS level layer, Fedora Core 9 was used. The main functionality of this layer, as seen in the introduction of this Section is to enable the decoupling of each layer from the previous. In terms of functionality, the shell script used is mainly for launching the Octave environment, plus a number of necessary secondary actions such as directory manipulation.
4.4 Numerical Software Level (GNU Octave)

For the core implementation of the estimation methods GNU Octave [21] was selected. Octave is an open source, community-driven scripting language. It includes a number of add-on packages, in addition to the main version, that significantly aid in the implementation of advanced algorithms more efficiently and in a more abstract way than standard programming languages such as C and Java. Its scripting style is very dense and helps in the easier and faster implementation of complicated methods. It also provides built-in functions, that either alone or in combination can be used to create performance models of an application. Other solutions such as Matlab were also investigated, but were abandoned due to the fact that while the latter supports in many cases the compiling of the scripts into executables, a step which is necessary for the automated execution of the methods in the presented service oriented context, this does not happen for all available functions, thus limiting the underlying algorithms. Octave on the other hand can be run from the command line in all cases.

In our case, due to the fact that the main focus of this paper is not to investigate efficient performance prediction methods, simple built-in functions were used that implemented the multi-variate linear regression and polynomial fitting through very simple commands.

Two Octave scripts were used, one for the creation of the models (in the form of mathematical rules or algebraic functions connecting the predictors with the estimated output) and one for the execution of them with the according inputs during the runtime estimation phase. During this phase, the inputs of the predictors were applied to the estimating functions, in order to receive the prediction of the outputs.

5. Case Study

In order to validate the functionality of the proposed approach in terms of efficiency and ease of use, an application was selected for predicting its QoS level. The methods used were simple, since their main usage was to evaluate the framework and not actually predict with accuracy. As predictors, specific characteristics of the application were chosen, that in the IRMOS framework are described in advance by the application developer and included in the ASCD, as described in [19]. The identification of the predictors lies on the latter, but they do not require extensive knowledge of the internal code of the application, only experience gained from using the component. The developer does not need to be an expert on the application or on performance prediction to identify them.

5.1 Application

The application that we used in order to measure the ability of the methods was the encoding of raw video in MPEG4 format with the FFMPEG encoder [10]. In order to predict the execution time of the encoder (which is regarded as the QoS level offered in the SLA- how fast the encoding service will finish), four parameters of the input video which have a direct effect on the execution time were considered as predictors. These were the duration of the video, the frames per second (FPS) used in the capture, the resolution of the images and an index of movement inside the video (0 for still images, 0.5 for mediocre movement and 1 for intense movement). The method selected was multiple linear regression through least squares fit, which in Octave is given through only one command (regress). In Figure 5, the XML description appears, based on the IRMOS schema used. From this description, the Mapping Service is able to process and understand that the model should have four inputs and one output, along with the necessary intervals for the normalization.

```xml
<outputs>
  <output name="ExecutionTime" type="float"/>
  <MinValue>0</MinValue>
  <MaxValue>1000000</MaxValue>
</outputs>
```

Figure 5: XML Description for the FFMPEG Encoder
During the experiments it was noticed that the size of the raw video could be correlated with the total execution time for the encoding. This is logical since 3 out of 4 parameters have a direct relation to the size (fps, duration and image resolution). In order to further test the framework, single variable approximation techniques were used that correlated the size of the video with the execution time. In this case the observed error is due to the fitting error of the curve to the experimental data along with the lack of consideration for the index of activity of the video. For the single variable approximation, a number of functions were considered: linear, quadratic, and higher order polynomials up to the 5th degree. For all these methods to be implemented, one command was used (polyfit) inside a for loop that changed the order of the fitted polynomial in each iteration.

In the experiments, the platform and the conditions of execution (CPU load) were kept the same. This is a simple approach, but the main focus was to validate the framework. From the acquired data set, about 70% was used for the creation of the functions and the remaining 30% was used for the validation of each method’s accuracy. Automated division in the required subdatasets is performed through the Octave command **subset**.

5.2 Results

The results from the applied methods appear in the following table (Table 1). In this, all the aforementioned variations are presented, along with the mean absolute error and the maximum absolute error of estimation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Absolute Error of estimation (%)</th>
<th>Max Absolute Error of estimation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>10.46</td>
<td>20.97</td>
</tr>
<tr>
<td>Quadratic</td>
<td>27.84</td>
<td>91.64</td>
</tr>
<tr>
<td>Cubic</td>
<td>8.11</td>
<td>14.84</td>
</tr>
<tr>
<td>4th degree polynomial</td>
<td>8.16</td>
<td>13.01</td>
</tr>
<tr>
<td>5th degree polynomial</td>
<td>15.4</td>
<td>42.51</td>
</tr>
<tr>
<td>Multivariate Linear Regression (outliers removed)</td>
<td>15.5</td>
<td>34.5</td>
</tr>
</tbody>
</table>

**Table 1: Comparative results of function approximation techniques**

For higher order polynomials the results deteriorated and were similar to the ones for the quadratic case of fitting. In Figure 6, a graphical representation of the % error of each method for every validation case is presented.

Figure 6: Comparative graphs of the different methods in terms of % error

While the end estimation results are not the primary concern, the performance of the cubic and 4th degree polynomials is promising, as a low-cost, easy to implement method. In any case, the framework was able to extract the necessary models through very small octave scripts. These scripts at any time may be replaced by more sophisticated algorithms and methods, without affecting the remaining components.

6. Conclusions

In this paper we have presented a service oriented framework for implementing Octave based performance prediction methods. This framework can be applied in a real life production environment, in order to aid in the SLA negotiation process between consumers and service providers in SOIs. In this context the proposed framework is generic and loosely coupled, so that at any time specific layers can be removed and replaced by more advanced ones. The performance estimation methods have been reduced to Octave level scripts, a fact that aids in abstracting the service oriented aspects from the actual estimation processes.

For the future, one goal to pursue is to implement more advanced methods through Octave scripts and test their performance in the service oriented context. Furthermore, due to the fact that now the methods can be applied easily and that Octave offers a large set of statistical tools, the combination of different methods for the improvement of the overall estimation is worth investigating.

Concluding, SOIs have not yet adopted a specific approach for performance estimation and modeling although a set of approaches have been presented in the research community. In that rationale and based on the reviewed literature, the essence of such mechanisms is shown, the ease of use and incorporation of which is considered to be of major importance for efficient service provisioning.
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