Legacy Applications on the Cloud: Challenges and enablers focusing on application performance analysis and providers characteristics
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Abstract: The advent of Cloud computing led to new ways for developing, engineering, providing and consuming services. As a paradigm building on a set of combined technologies, clouds enable on-demand service provisioning with guaranteed levels of quality on virtualized resources across disparate administrative domains. The latter has been one of the main factors for the wide adoption of clouds. Nevertheless, one class of applications has not yet taken advantage of the added-value of clouds: legacy applications. In this paper we highlight the challenges that arise when porting legacy applications on cloud environments and propose enabling technologies for overcoming these challenges and the corresponding limitations. We emphasize on application analysis and aspects oriented to quality of service, multi-tenancy contexts that affect the application behaviour at runtime, as well as characterization of providers in order to support decision making regarding the optimum ones to host the aforementioned legacy applications following their analysis.
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1 Introduction

Cloud computing is rapidly evolving and becoming the most widely adopted computing paradigm in Information and Communication Technology (ICT) for the rapid provision of resources and services. Its usefulness for users and enterprises in general is clearly recognized [1], with end users, startups and (in general) companies offering services that overcome the need to invest upfront in dedicated infrastructure resources - Animoto being a quite representative successful example [2].

While initially discussed within the telecommunications infrastructures domain for dynamic traffic switching to balance utilization [3], since 2001 it refers to an infrastructure of computers (as discussed in a presentation about the .NET framework [5]. Nevertheless, what really boosted cloud computing and enabled its wide adoption was Amazon’s publication of the Elastic Compute Cloud EC2 [6]. Nowadays, cloud computing refers to a computing paradigm whose foundation is the delivery of services and ICT assets [7], often denoted as XaaS (Everything as a Service). As the cloud-related technologies mature and become ubiquitous, standardization efforts led to the definition of the Software-Platform-Infrastructure (SPI) service model [8], identifying different areas for service provision: Software (SaaS), Platform (PaaS) and Infrastructure (IaaS) as a service. Various characteristics, such as virtualization of hardware, rapid service provisioning, scalability, elasticity, accounting granularity and cost allocation models enable clouds to efficiently adapt resource provisioning to the dynamic demands of Internet users. With respect to applications, service-based ones have been amongst the first being deployed in cloud environments. Nevertheless, a specific class of applications, namely legacy systems, has not yet found its way to the cloud. Legacy systems refer to software products that have been developed following the software development lifecycle, from requirements to engineering, development and integration. Usually, legacy systems and applications are developed according to identified and predefined specifications and with a priori knowledge of different application characteristics, which range from the infrastructure on which the applications will be executed and the corresponding network topology to the number of users, the application containers, etc. There are various technical (e.g. reliability) and non-technical (e.g. frequent updates) reasons for not migrating legacy applications on clouds.

Moreover and given that in many cases, solutions to legacy systems may even lead to re-development of them [9], what is needed refers to mechanisms and approaches that will enable the migration of legacy applications to cloud environments. The latter highlights a number of research challenges that need to addressed. In this paper we present these challenges as well as enabling technologies with respect to: (a) the description and performance prediction of newly created services after the legacy application transformation as well as the selection of the fittest IaaS provider for the specific application, (b) the usage of services in a multi-tenancy context in order to optimize legacy application execution, (c) the decoupling of the legacy application...
transformation to the SaaS paradigm from specific PaaS / IaaS vendors, and (d) the characterization of a service provider based on functional and non-functional attributes.

The remainder of the paper is structured as follows. Section 2 presents related work in the field of porting legacy applications on the cloud with respect to performance analysis of these applications, while the following sections introduce the challenges (Section 3) and enablers (Section 4) for efficient execution of legacy applications on cloud environments. Finally, Section 5 concludes with a discussion on future research and potentials for the current study.

2 Related Work

The authors in [24] discuss the issue of hybrid deployment of a legacy application, partly in the Cloud and partly on premises, based on the needs for security and performance. A detailed analysis is conducted based on the performance benefits and overheads that are inserted by the hybrid deployment in various scenarios and use cases. While very interesting, this work does not consider the issue of choosing the fittest provider among different candidates based on their internal configuration of the infrastructures.

In [23], the authors discuss the benefits of application multi-tenancy in the field of Cloud Computing along with an architecture for efficiently creating SOA-based platforms that incorporate the multiple tenants feature. CloudMig [25] has a very interesting concept for migrating legacy applications including target infrastructure rankings and matchmaking. Application profiling and categorization however seems to not be part of the overall system.

REMICS [26] has focused on a tool-supported model-driven methodology for migrating legacy applications to interoperable service cloud platforms. The first step is to understand the legacy system in terms of its architecture and functions, and then transform its design to a new SOA application that provides the same or better functionality, and verifying and implementing the new application in the cloud. This work covers the transformation part of a monolithic application to a component based one, however performance in the newly formed application is not investigated. Similar to REMICS, OSCAR [27] discusses the transformation from an old fashion single component application to a web based, component like architecture.

An interesting analysis on how applications may be mapped on cloud platforms and whether all the parts should be migrated is contained in [28].

3 Challenges

This section describes in detail the challenges that may be encountered during the migration of an application on Cloud platforms. While this analysis is mainly performed in the context of legacy applications, it may be extended in a more generic case of any application that has not been designed from scratch to be used in a Cloud environment.

3.1 Unknown internal structure

For the majority of applications, the internal structure may be in practice unknown. This may be due to the complexity of the software or to the usage of external libraries for which no knowledge is available.

3.2 Lack of knowledge for infrastructure environment

The application owner in principle has no knowledge of the management processes inside the Cloud provider or the hardware types, both in number, interconnection and infrastructure capabilities. These may include scheduling, server consolidation, energy management strategies that can significantly influence application behavior [17].

3.3 Multi-tenancy influence

The multi-tenancy concept, thus the concurrent use of the application by a variety of users, may create a number of issues that span from security to performance and availability.

3.4 Variable configuration based on user preferences

When a legacy application is offered as a service, each instance that may be created for each service owner may be configured with different parameters, based on the latter’s needs and wishes.

3.5 Various application types with different characteristics and usage of the resources

Different application types with different types of workloads may have varying demands in a specific resource area (e.g. networking, storage etc.).

4 Enablers

The enablers refer to a set of technologies and steps that should be performed during the porting of legacy applications on the Cloud. Through these, the issues reported previously can be alleviated in order to achieve a predictable performance and actually gain from the porting. Investigation in these issues has been performed in the context of the ARTIST FP7 project.

4.1 Legacy Applications Performance Modelling

4.1.1 Correlation of user demands with performance characteristics and workload forecasting

The fact that application performance can vary significantly, based on the user configuration and demand, creates the need for extensive modelling of an application’s setup and usage[12]. This may be
performed on a component based model creation. However this implies that for each new component (part of the legacy application) a new performance model should be created.

Furthermore, the different patterns of usage should be taken under consideration in order to regulate the resource assignment of cloud services during runtime operation [29].

4.1.2 Application Profiling and Classification based on Stereotypes

Even if the application’s needs with regard to the user configuration is known, this does not alleviate the performance issues that may be encountered with relation to application usage of the underlying hardware. In order to overcome this, a behavioural trace/profile of each component should be created, including the patterns of access of the latter on the hardware resources. These patterns can be compared against predefined categories (or stereotypes) for which the performance requirements are known. Furthermore, unlike previous approaches, like [13], high level probabilistic profiling may not be sufficient. Except for the concrete percentage of I/O requests for example over a period of time, what is also important is how the different actions of the components on the hardware iterate over time e.g. in a sequential or fragmented way. The modelling of these transitions can lead to improved QoS offered by the components, but can also aid in the selection of providers (following strategies for guaranteeing QoS like in [11] and [32]), as is described in the following section.

Furthermore, through suitable description models (based on XML schemas for example), this information can also be transmitted to the different Cloud providers in order to aid them in choosing the fittest resources over which the applications will eventually execute but also aiding them in choosing the way these are scheduled on the physical resources, as dictated by the results of [17].

4.2 Cloud Provider profiling and matching

In a more PaaS-centred framework, the PaaS provider may also characterize the different IaaS providers based on the benchmarked performance of their infrastructures on a set of predefined stereotypes (the same categories based on which application profiling is conducted). A benchmarking attempt in this frame comes from [14], for a number of different providers and types of applications. For example, due to different internal setup or investment on the infrastructures, an IaaS provider may have improved storage or network ([33]) capabilities in comparison to a competitor. Thus, the PaaS provider should choose this IaaS candidate for applications with extensive needs in storage accesses or I/O. In order to do so however, the PaaS layer should have the aforementioned profiling framework with which it can characterize the type of workload produced by the main components of an application.

Another interesting approach would be to investigate the bottleneck that may be caused in the SaaS due to the Cloud provider’s API performance. For example, a specific provider’s monitoring API may take too long to respond to calls regarding a service’s information. This in turn may have negative effects in the performance of the SaaS in case elasticity rules are used for adapting the resources to the current application workload.

In Figure 1, the enablers described previously are portrayed. In a nutshell, the concrete steps that have been highlighted are the following:

- The definition of suitable description and profile models and stereotypes that capture efficiently the different patterns of resource usage for a limited number of elementary applications (e.g. benchmarks like SPEC 2006, Berkeley Dwarfs etc.).
- The comparison between the traces produced by the SaaS components and the according ones from the elementary benchmarks and the classification of the former to one or more categories.

![Figure 1: Classification of application components to elementary typical stereotypes and selection of Cloud provider based on the best metrics for this stereotype](image-url)
• The identification of the fittest provider for deployment through their ratings in the according benchmarks.

4.3 Abstraction Layers based on Functionality Models

Aiming to overcome interoperability issues in Clouds, the UML models and stereotypes described in the previous sections can be enriched with functional characteristics in order to aid in the abstraction layer between different clouds. The major problem with different Cloud vendors (and their differences in their APIs) is twofold:

• The deployment process involved in order to get the virtualized resources running on the IaaS provider and obtain necessary information that must be used in the configuration of the service (e.g. IP addresses of the raised VMs)

• Specialized functionality that may be offered by the IaaS/PaaS provider through its API and that is used in the SaaS source code in order to optimize the performance of the application (e.g. usage of elastic rules based on a combination of billing and network traffic)

For the first issue, there are solutions currently that aim to solve this like [18]. The second issue is significantly more difficult, since it is included inside the source code and refers to specific functionalities that are offered by the IaaS/PaaS and consumed by the SaaS. These functionalities can be included as functional stereotypes in the UML models and incorporate them in the overall model layout, along with specific interfaces to the application code. These abstract and generic interfaces will not change towards the SaaS, but suitable drivers may be used in order to map them to the existing or future implementations of Cloud providers APIs. By using existing approaches for cloud interoperability like [21] and [22] we can focus on the UML modelling layer, coupled with semantics for categorization of the different functionalities offered by the various providers. These drivers may be then used as plug-ins in the SaaS workflow, in an interchangeable way, similar to the LibCloud case for deployment. The process is ideal to be achieved in the early stages of the legacy application transformation to the SaaS model, before any specific IaaS provider has been chosen.

In Figure 2, this approach is presented. In a nutshell, the concrete steps that have been highlighted in the previous sections are portrayed:

• The modelling of SaaS usage of generic IaaS/PaaS APIs in a functionality-based, abstract way with predefined interfaces in order to achieve decoupling from the IaaS specific API implementations

• The creation of suitable drivers that transform these generic interfaces to the specific API of the chosen Cloud provider

• The automatic incorporation of these drivers as intermediates (bridges) prior to the SaaS deployment on every Cloud

4.4 Multi-tenancy Trade-off Analysis

Regarding the multi-tenancy issue, there are a number of factors that may influence a decision on the setup of the service. Legal requirements for example [19], functional and performance issues are among them. Approaches exist for automatically inserting necessary
components as intermediates for simplifying the development of a multi-tenant application (e.g. [15]). On the other hand, performance issues need extensive modelling in order to investigate whether the trade-off between a running instance per tenant and a consolidation of tenants in a single instance is worthwhile. Consolidating the tenants in a single instance may lead to increased resources for this instance, in comparison to the simple one instance per tenant approach. However this may not lead to performance improvement due to the bottlenecks inside the application from the increased workload caused by the multiple sources (tenants). For example, choosing carefully the multi-tenants so that their anticipated workloads are complementary with regard to their timeframe of appearance can lead to performance benefits. This configuration may also be performed during runtime, in order to support a dynamic and adaptive operation of the SaaS on the varying conditions of execution or workload. After the creation of the models, their transformation into a UML friendly format (like PMML [16]) is necessary for their automated use in the context of SaaS management.

4.5 Automated Service Self Configuration and Adaptation

One of the greatest advantages of Cloud computing is the elastic offering of resources and the on-demand adaptation. However, this means that the elastic part of the application should be clearly separated from the remaining sections so that the benefits of scaling would indeed affect the performance. In this direction, research in automatic parallelisation of monolithic applications ([14], [20]) and transformation to a component based system is of extreme importance.

What is more, the ability of services to include parametric design considerations ([30]) so that they can adapt to runtime conditions in order to optimize self-management is becoming increasingly important. This aspect can also be combined with multi-tenancy, in order to achieve a highly automated service management that consumes as few resources as possible without influencing the application’s key performance indicators. Another combination can also include control-based approaches ([31]) so that robust service behaviour is maintained without human intervention.

5 Conclusions

In this paper, we have discussed and analyzed a number of open issues around application porting in the Cloud, especially for the case of legacy applications. These refer mainly to the performance aspects of this category and can be seen as a step towards reducing the level of uncertainty that governs service oriented computing.

A number of existing challenges have been identified that originate mainly from the nature of services computing (lack of single entity across the layers, lack of information regarding critical parameters etc.). In this context, a set of enabling technologies and approaches have been highlighted, that can address mainly the topic of application identification and categorization, provider selection and improved performance behavior.

For the future, our goal is to design and implement an operational system that will encompass the features highlighted in this paper in order to mediate during the application adaptation and runtime operation on Cloud platforms.
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