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Abstract. The selection of a scalar Intensity Measure (IM) feerforming analytical
vulnerability (loss) assessment across a buildiagsis addressed. We investigate the ability
of several IM choices to downgrade the effect adnselogical parameters (sufficiency) as
well as reduce the record-to-record variability feflency) for both highrise and lowrise sets
of “index” buildings. These characteristics are éx@d in unprecedented detail, employing
comparisons and statistical significance testinggaten levels of local engineering demand
parameters (story drift ratios and peak floor a@rations) that relate to losses, instead of
global variables such as the maximum interstonyftdiithus, a detailed limit-state-specific
view is offered for the suitability of differentatar IMs for loss assessment. As expected,
typical single-period spectral values are foundiritoduce unwanted bias at high levels of
scaling, both for a single as well as a class ofdmgs. On the other hand, the geometric
mean of the spectral acceleration values estimatedeveral periods between the class-
average second-mode and an elongated class-avdiaganode period offers a practical
choice that significantly reduces the spectral-shdmms without requiring the development of
new ground motion prediction equations. Given tretord selection remains a site- and
building-specific process, such an improved IM dalp achieve reliable estimates for
building portfolios, as well as single structurasno additional cost.
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1 INTRODUCTION

The analytical estimation of seismic losses inveleembining the seismic hazard determined
by seismologists with the results of structural dodgs analyses evaluated by structural
engineers (e.g. [1]). In formal terms, this is th&eegration of a site’s seismic hazard curve
with the so-called vulnerability function, i.e. fanction that conveys the distribution of loss
(repair cost, casualties, downtime) given the l@fedeismic intensity for a given structure or
class of structures. This is the basis of the dmwil approach [2, 3] where the single point
of contact between seismology and structural erging is the Intensity Measure (IM). The
IM is essentially an interface variable that e#idly separates the two disciplines:
Seismologists need to estimate the IM’s statisficaperties via probabilistic seismic hazard
analysis (PSHA, [4]), while engineers can econonfigeassessing structural response and
lossesconditionedon the level of the IM, rather than a combinatadrmagnitude, distance
and other seismological parameters. To achieveddgsgable decoupling, the IM needs to be
(a) practical, (b) efficient and (c) sufficient Wwitespect to the underlying characteristics of
site and source [5].

Practicality necessitates the use of IMs for whigtound Motion Prediction Equations
(GMPEs, also known as attenuation relationships)aarilable. This essentially restricts us to
the realm of peak ground acceleration/velocityldispment and (pseudo) spectral
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acceleration values, which is where most seismoébgesearch is being focused. Efficiency
means that structural response, measured by apgteiEngineering Demand Parameters
(EDPs), should exhibit a low record-to-record viitity at any given level of the IM. This
enables the evaluation of the conditional EDP ithgtion with a small number of time-
history analyses without incurring considerablenestion errors. The gain is even higher
when assessing the seismic vulnerability for admg class, since the analysis process,
which involves several nonlinear dynamic analyseseds to be repeated for every
representative “index” building within the class.

It should be noted that within a risk assessmearhé&work, such as the one described by
the Cornell-Krawinkler equation [6] adopted by tacific Earthquake Engineering Research
(PEER) Center, this reduction in response disperg@ned by a more efficient IM, does not
reduce the overall risk variability. A different I8 simply a different partitioning of the
sample space for applying the total probabilityotieen implied by Cornell and Krawinkler
[6]. Thus, part of the variability is simply shifteto a different level within the risk
assessment, and in particular to the seismic hazange definition. A more efficient IM is
invariably more structure specific and thus indugher dispersions when trying to define an
appropriate ground motion prediction equation (GNPE other words, no matter the
adoptedIM, as long as sufficiency is maintained we should ep with the same overall
variability at the end of the risk assessment, aéier convolving the vulnerability with the
hazard. This is best understood if the “perfect is'employed, i.e., the IM is set to be the
EDP of interest for the structure. Then there soéltely no dispersion or bias in the analysis
results, as IM given EDP is essentially a trivialationship. On the other hand, defining an
appropriate GMPE would have us running thousand®oaofinear ground motion analyses of
the entire structure for different values of magdé, distance etc and the entire variability
will enter the GMPE definition. However, there issignificant advantage associated with
lowering the dispersion at the response analysismason step and recovering it later on in
the process, at the probabilistic hazard analysjs #\ vastly reduced cost of analysis.

On the other side, the sufficiency requirementussiies that the IM can “cover” the effect
of any important seismological parameter, thus sengp any bias from considering, e.g.
ground motions of different magnitudes, distanéaglt rupture mechanisms or epsilons (see
[7]). Epsilon €”, represents the number of standard deviationsahaertain ground motion
guantity (e.g. logarithmic spectral acceleratiangway from the average value estimated for
records of the same general characteristics by #E.g., the Abrahamson and Silva [8]
expressions employed herein). While a user witmdant computational resources might be
able to tolerate an inefficient IM, sufficiency Istiemains a sine qua non condition. An
insufficient IM will leave the EDP response semn&tito such seismological parameters. Thus
it can let unwanted bias to creep into vulnerapiéstimates wherever the ground motion
characteristics do not match the source and sifeinements for the building and IM level
under consideration. This is actually the caseubherability assessment studies undertaken
for a class of buildings within a wide geographégion, where ground motion selection
techniques, e.g. the conditional mean spectrumd®]ncorporating near source directivity,
are not fully applicable to the broad distributiohsite hazard conditions encountered for
each building.

Finally, it should be mentioned that apart from éfiéciency, sufficiency and practicality,
there is also the issue of predictability, i.e. #imlity to accurately predict an IM through
GMPEs [13]. In some cases this may be an impogeoperty of a robust IM. However, in
the present study this is not an issue since Westigated IMs were based on elastic spectral
acceleration quantities for which accurate GMPHsteXhis however, may not be the case
for other IMs, such as the Arias Intensity.



Together with the selection of IM, comes the sébecand scaling of ground motions for
time-history analysis. Since vulnerability curvee aeeded for a large range of intensities, a
structure needs to be subjected to a wide randfel @hlues that will force it to show its full
range of response. Due to limitations in the catadoof ground motion recordings, it is often
desirable to be able to modify (i.e. scale) a rédordisplay the desired IM level. Generating
artificial accelerograms is another potential apphg but it is not recommended for general
use at this point, since it may offer biased o leariable structural demands compared to
natural records [10]. A sufficient IM theoreticalllows unrestricted scaling of ground
motions. In reality, though, no single IM is peittetherefore, exercising at least a minimum
of care in selecting ground motions is advised. iIRstance, Katsanos and Sextos [11] and
Jayaramet al [12] proposed different algorithms for performiagstructure-specific ground
motion selection. Such approaches however are paicable to a class of buildings where
the structural properties may vary substantialty.general, our recommendation for class
vulnerability assessment is to use the best pasHibithat will allow a wide range of scaling,
plus a suite of relatively strong ground motionarels recorded on firm soil (e.g. NEHRP
classes A to D). Whenever sufficient informationisex about the dominant seismic
mechanism or soil site in the region for which thénerability curve is developed (e.g.
crustal earthquakes in California or soft soil iresNto City), it may help an experienced
analyst in better choosing what records to use.

On account of the above, this study will explore ttM selection issue from the
perspective of satisfying the aforementioned remuants for a building class. In other words,
the selected IM should be efficient and sufficiéat the whole set of index buildings that
form the class, rather than for each index buildahgne. The test bed is a set of seven
highrise reinforced-concrete moment-resisting fraufffCMRFs) and a set of six lowrise steel
moment-resisting frames (SMRFs) that were builtmodern design requirements for high-
seismicity regions in the US and cover a wide raofgstructural periods. For assessing the
structural response, Incremental Dynamic AnalydkdA) [14] is employed. By undertaking
an extensive comparison study for a range of IMduated at several period bands, we will
attempt to provide a simple rule for defining a coom efficient and sufficient IM, suitable
for analytical vulnerability studies that involven aentire building class. While no loss
assessment will be performed per se, this is nogéssary for our purposes: We need only
examine the connection of each IM with the primBBPs that constitute the basis of loss
assessment.

2 INCREMENTAL DYNAMIC ANALYSISFUNDAMENTALS

For evaluating the seismic performance of the inbedings, IDA [14] is proposed as
the benchmark analysis methodology. IDA is a powetbol of structural analysis that
involves performing a series of nonlinear time-trgtanalyses for a suite of ground motion
records, the latter scaled at increasing intensitgls. To define the IDA curves, two scalars
are needed, these being an IM to represent theityewé the seismic input and an EDP to
monitor the structural response. For the presemtysta number of different IMs were used
for illustrating their efficiency and sufficiencwhereas two classes of EDPs were employed:
The peak interstory drift ratio (IDR) at each stanyd the peak floor acceleration (PFA) at
each floor. These two EDP types are deemed to éguade for assessing the structural, non
structural and content losses [15].

The ground motion records needed for the IDAs chrom the far-field record set of
FEMA P695 [16], which contains 22 natural groundtiom records with two components
each (i.e. 44 individual components). These orgimacords were selected from the PEER
NGA database [17] and were recorded on firm sadss(NEHRP class C or D) without
having any discernible near-source pulse signathEtmore, no more than two records were



considered from any earthquake event to prevenitduas. Figure 1 illustrates the response
spectra of the aforementioned far-field record aking with the 50% and the 84% fractile
spectra.
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Figure 1. (Pseudo-)Acceleration response spectitzedfr-field FEMA P695 records (5%
damping) along with their 50% and the 84% fractddues.

3 IM SELECTION BACKGROUND THEORY

Being aware of the problem constraints, we will @stigate the important issue of
selecting a common IM. Despite the fact that sdveast studies were focused on the IM
choice, to the authors’ knowledge none of them dwar explicitly addressed the problem
from a building class point of view. The best knoaption for an IM is th&g,(T), i.e. the 5%
damped spectral acceleration at the period of @stefusually the structure’s first-mode
period, T1). It is relatively efficient, yet it has often beeriticized for lack in sufficiency
wherever large scale factors (higher than, say &@)mployed. This is mainly the case for
modern structures that need considerably intensengr motions to experience collapse. It
should be noted here that the majority of the gdomotion databases contain mostly small to
moderate records and hence significant scalingnévitable for assessing the collapse
capacity of well-designed structures (e.g., [18)n the other hand, this is rarely the case for
older and deficient buildings. Furthermore, dugh®e dependence on the first-mode period,
Si(T1) does not satisfy the prerequisite of a commonalivioss the building class, so as to
uniformly parameterize the IDA results and consetjyethe vulnerability functions of the
index buildings. A simple remedy is to choose a iemn periodT that can be considered
representative of the class. Two potential candglateS,(1sec), for moderate-to-long period
structures, an&(Tim), whereTyn is the central value (mean or median) of the -finsde
periods of all index buildings selected to reprégba class. For the case at hand, the mean
period was found to bé&;, = 2.2sec for the highrise anfi,, = 1.3sec for the lowrise
buildings. Sy(1sec) is an IM that has seen much use in existithgerability/fragility studies
for highrise buildings but its efficiency is hightjuestionable.

On account of single buildings, an option that bppeared lately is use of a geometric
mean of spectral acceleration values at differenbgs:

n 1/n
Sagm(Ti ) = |:H Sa (T| ):| (1)
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This was introduced by Cordow al [19] as the geometric mean of tv& components
evaluated at two period levels, these being theddorental period Tj) and twice the
fundamental period [®). The latter period level was introduced to acd¢don the period
elongation associated with the structural damadmes Thoice was proven to significantly
improve both the efficiency and the sufficiencytloé estimation, compared &(T). It also
remains practical, as a GMPE f8{T;) is easily estimated from existirgy(T) GMPEs
using the correlation of spectral ordinates [19Hhc8S,y:{(Ti) offers a considerable extension
to the applicability of scaling [20, 21], it is fdhe time-being by far the recommended
approach whenever undertaking nonlinear dynamilysisge.g., IDA).

More recently, Tsantaki and Adam [22] showed thHa tmprovement achieved by
adoptingS,gn(T;) for the record-to-record variability at collapseay be further increased by
espousing an enhanced period range. For the lattey, proposed a simple analytical
expression that links the initial peridd to an elongated period for use with Eq. (1). Aikm
IM was also used by Shakib and Pirizadeh [23] whadied the probabilistic seismic
performance of a ten-story steel building at vasialegrees of vertical irregularity (i.e.
setback ratios). The adopt&g.{T;) was evaluated over a period range fronTOt6 1.5, in
increments of 0.06. In order to end up with a common IM for all stiw@l configurations,
the mean first-mode periof} of the building set was adopted. A similar scélMrbased on
S(T1) and a parameteM,, defined as the ratio @gn(Ti) over S(T1), was also proposed by
Bojorquez and lervolino [24] and was found to haaproved efficiency [24, 25].

In view of the aforementioned findings, this stwdyl compare the effectiveness of eight
IMs, namelyS,(T1), Sa(1sec) and(T1m) together with fiveS,gn{Ti) choices, each employing a
different selection of common periodg)(,j = 1...5:

a. Five logarithmically-equally-spaced periodg){ within [Tom, 1.5T1n], whereTon
andT, are the meaf, andT; periods, respectively of the index buildings,
Seven logarithmically-equally-spaced perio@$x(within [Tom, Tam,

Five linearly-equally-spaced periodg)g in [Tom, 1.5T1n,

Four periods defined a3i{s=[Tzm, Min [(TomtT1m)/2, 1.5Tom), Tim, 1.5T1n],

Five periOdS defined a§i§5=[T2m, min [(T2m+ Tlm)/2, 1.5T2m], Tim 1.5T1m, 2T1m]

®o0oT

Of the eight IMs, onlyS(T;) cannot be used for class-level vulnerability asseent, as
previously mentioned. Yet, it will be examined ajside the others to establish a baseline for
comparison with current practice. It should alsono¢ed that, the actual definition of the
individual S(T) components to be employed in the determinatiothefeight candidate IMs
depends on the GMPE used for the hazard [26]. GMd&3sbe defined for the arbitra8y(T)
horizontal component or the geometric mean of the $(T) horizontal components per
recording. The latter is the case for most GMPEslpeced lately (e.g., PEER-NGA project)
and it is the paradigm that we shall adopt in tkengples that follow. Thus, for example, the
fifth choice for Sy4n(Ti) above, termedsyn(Ti)s, becomes a geo-mean combination of 10
differentS;-values, two for each of the five periods.

4 BUILDING CLASSES

The present study considers two building classeshbs represented by a set of “index”
buildings [27] that are appropriately selected ¢flect the key features of the class, e.g.,
structural material, lateral force resisting systéeight range, and era of construction. First is
a class of highrise reinforced-concrete momenstiesj frames (RCMRFs) and the second
consists of lowrise steel moment-resisting fram®BIRFs). Both classes refer to modern
structures built to post-1980 seismic design prowis for high-seismicity regions (site class
D) in the United States. The main features diffaegimg the buildings within the class are (a)



the building height, defined as the number of sgrib) the design base shear, as this was
determined by the code-based value of spectraleaaeten at 1sec, terme8Dl in the US
codes and (c) the vertical irregularity ratio, defi as the ratio of the first story height to the
(constant) height of the upper stories, which wasnged important only for the highrise case.
The highrise index set consists of seven RCMRFS hdtights ranging from 12 to 20 stories,
whereas the lowrise case comprises six SMRFs of4lstories. The probability distributions
of the building features were based on a set of R6BIRFs in California [28] and a set of
3562 SMRFs in Memphis [29], respectively. Speclficéor the SD1 distribution, used as a
proxy for base shear strength, we used county-a& from the high seismicity zones in the
US [30]. The main features of the analyzed frammessammarized in Table 1.

The weights that represent the contribution of eaclkex building to the total sample
along with the discrete joint probability mass fuoes of the highrise class key features
(defined by means of a common central point and ‘sigma set” points per attribute to
establish higher moments) were obtained using tbenemt-matching sampling technique
[31]. On that basis, an initial set of highrise emdbuildings were selected from a building
database developed by Haselteinal [32] and then they were accordingly modified to
accurately match the aforementioned attributes. Kée features of the lowrise class were
defined by means of a class partitioning methodpldd3] and the corresponding
representative index buildings were selected frompart issued by the National Institute of
Standards and Technology (NIST) on the evaluatioth® FEMA P695 methodology [34].
For more details on the definition of the classed their index buildings, the interested
reader should refer to Portetral [35].

Table 1. Main features of the index buildings. Tidices designating SMRF variants
correspond to NIST-GCR 10-917-8 [34] models.

Class Index FeatureXl FeaturexX2 Featurex3 Ty T,
(No of stories) (code design level) (vertical irregularity) (sec) (sec)
NoO 12 0.60g 1.744 2.14 0.73
Nol 7 0.60g 1.744 1.61 0.52
No2 20 0.60g 1.744 2.85 0.92
RC highrise  No3 12 0.60g 1.150 2.02 0.69
frames No4 12 0.60g 2.745 242 0.81
No5 12 0.269g 1.744 2.14 0.73
No6 12 0.97g 1.744 2.14 0.73
1ELF 1 0.60g N/A 0.70 N/A
2ELF 2 0.60g N/A 0.87 0.23
Steel lowrise 3ELF 4 0.60g N/A 1.23 041
frames 5ELF 1 0.20g N/A 1.54 N/A
6ELF 2 0.20g N/A 1.71 0.45
TELF 4 0.20g N/A 1.82 0.58

5 MODELING

Given that we are dealing with symmetric plan badg, a 2D centerline idealization was
adopted for modeling the Multi-Degree-of-Freedom D@F) index structures in the
OpenSees [36] analysis platform. The behavior efdinuctural members was modeled with
lumped-plasticity elements having their hinge prtips evaluated in the case of the
reinforced-concrete members from the empirical 8gna proposed by Panagiotakos and
Fardis [37] and in the case of the steel memberghbyregression equations suggested by
Lignos and Krawinkler [38]. Lumped-plasticity elemg as opposed to the more sophisticated
distributed-plasticity fiber section elements weareonscious choice in favor of simplicity,
speed of computation and improved numerical corerezg (especially when approaching
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collapse in the sense of global dynamic instabili@eometric nonlinearities in the form of P-
A effects were considered. Figure 2 depicts a gemandel idealization of the perimeter
RCMRFs along with their typical plan view as wedl the typical plan view of the perimeter
SMRFs.
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Figure 2. (a) Generic model idealization of theiqpeter RCMRFs (side view), (b) typical
plan view of the perimeter RCMRFs (after [16]) doytypical plan view of the perimeter
SMRFs (dimensions in ft, after [34]).

6 IM COMPARISON STUDY

The efficiency and sufficiency of the different IMgfined in section 3 was tested, in an
attempt to identify the optimal IM across the stanal response range. The latter is monitored
by means of two types of structural response meastiese being the interstory drift ratio
(IDR) and the peak floor acceleration (PFA). Thepgmsed methodology differs from similar
studies that have appeared in the literature,[€,@1, 40], in two important aspects, namely
(a) using an IM given EDP (IM|EDP) basis and (bptying all IDR and PFA values at each
story or floor, respectively. Working on an IM|ED#asis essentially translates to using
“vertical stripes” of points, produced as crosstises of the 44 IDA curves for each index
building with a vertical line signifying a given EDvalue (see Figure 3).

Thus, for each EDP type and for any number ofalsi@s, one may estimate IM “capacity
values” required by each corresponding record acltreeach prescribed EDP target. This has
the obvious advantage of allowing a detailed puiise assessment of efficiency and
sufficiency that can reach all the way up to cad®p20]. On the contrary, past studies have
often relied on processing directly EDP valuesjdsity for numerous levels of the IM at the
same time, thus being forced to stay away from alaollapse where response becomes
essentially infinite or undefined. It should be ewthere that, in general, the conditional
independence of variable X from a seismologicakatt@ristic S given a variable Y does not
necessarily imply the conditional independence dirom S given X. Still, the situation is
quite different when X and Y are an IM and an EDRttare so well correlated as to be
practically functionally dependent. This is a riglaship that is often expressed by a power-
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law function when checking for sufficiency (e.g])[5The independence of IM given EDP
from a seismological characteristic S, means thatl6/50/84 percentiles of IM|EDP are also
independent of S, as being functions of the IM [4Ajese values are known to match the
84/50/16 percentiles, respectively, of EDP|IM [4dhich also become independent of Y.
Assuming, for example, that the distribution of BIMPis a lognormal (a typical although
unnecessary assumption here), it is thus fullyattarized by these percentiles, which means
that it does not depend on S as well. Hence, tbgectelation of IM and EDP means that
checking for sufficiency in terms of IM|EDP yielttee same results as checking for EDP|IM.
Even more so, one may argue that close to coll#psdirst formulation, which has been
adopted, is advantageous as it will avoid problemsfinite EDP response.

Finally, testing efficiency as well as sufficienioy local IDR and PFA values, rather than
just the maximum interstory drift, is essential Bgls that are geared towards loss assessment.
This idea was first tested in a rudimentary formNil$T [34] and is put forward herein as a
rigorous test for selecting IMs for vulnerabilitgsessment. Thus, for eabhstory building
(N=7, 12, 20 for highrise or 1, 2, 4 for lowris#)e candidate IMs will be checked for 2N+3
different EDPs: One IDR per story (N total), oneAPper floor (N+1 total to include the
ground level) plus the overall maximum interstoriftcand the roof drift. The latter two may
not be usegber sein the vulnerability calculations, yet they oftappear in fragility estimates
used in simpler methodologies and, thus, shouldeatiscounted.
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Figure 3. 44 IDA curves (each color line correspogdo a different ground motion) for the
NoO 12-story index buildings and a “vertical stfipé IM “capacity values” at an interstory
drift level of 4%.

6.1 IM efficiency testing

Figures 4 and 5 illustrate for the NoO 12-story &émel 3ELF 4-story index buildings and the
eight considered IMs, the “maximum over height’pgissionfy (i.e. standard deviation of
the natural logarithm) of the IM capacities giv&Rl or PFA. The range of both EDP types
has been selected to span from the elastic upetmthastic level of structural response. The
maximum B signifies the worst performance of a candidate dhdng the height of the
building. The “averag@w over height” of the building is also plotted talicate the average
efficiency of each IM at each level of deformatigdithough showing the results from a
single index structure per building class, the s&eds persist in each of the seven highrise
or the six lowrise index buildings, therefore thscdssion to follow should be considered to
be applicable to each and every one that belontigeteame class.



Considering the overall results, some characterifgatures appear. The maxima of
dispersion given IDR for the highrise index builgli(fFigure 4a), show some surprising high
values in the early elastic region. This is a bgect of the higher mode effects in these tall
buildings, where a single story is heavily influedcby the ground motion variability
associated with modes other than the first (andomalye second) that are not captured by any
of the considered IMs. Note that simply includingls modes ir§gn{Ti) is not the same as
accurately predicting their effects at a given stosing appropriate participation factors as
done at the roof level by Luco and Cornell [5]. §lbauses a characteristic early increase in
dispersion that quickly disappears as the firstesaof inelasticity appear in the structure, a
trend which is not observed in the lowrise buildinvghere the effect of higher modes, if any,
in the early elastic region is small (see Figurg & the average dispersion plots of IDR
given IM in Figure 4b show, the aforementioned tiesndeed an isolated local effect, rather
than a feature over the entire structure. A somésina@lar hump appears for PFAs, only now
shifted away from elasticity and close to the (nmafiglobal) yield region of the structure and
it is common both in lowrise and highrise indexlthmngs (see Figures 4c and 5c). It seems
that regardless of the IM, there is significanfidifity in capturing the complex interaction of
modes that happens in the yield and post-yieldoregs well as the gradual transition to an
elongated first-mode period that is characteristitarge deformations (e.g, see [42]). This is
generating dispersions that can grow from 40% u0& for the highrise frames and from
30% up to 70% for the lowrise ones. Furthermores ih not a localized effect, but rather
widespread throughout the height of the structasef appears both in the maximum (Figure
4c and 5c¢) and average dispersions (Figure 4d dnd 5

Moreover, while IM ranking would be clear acrodsi2R values for the highrise building
in Figures 4a and 4b, this is not the case for P@Agures 4c and 4d). Some of the best
performing IMs at the “yield-hump” lose their eféoicy for higher PFAs and vice-versa.
Apparently, this has to do with the sensitivityRFAs to higher modes. Thus, IMs that are
heavily weighted in favor of higher modes, suchSga{Ti,5%) with 7 equally weighted
periods, six of which are below the first mode péfT;, do well close to yield ,where such
higher modes still matter. Later on, when the s$tm& has almost settled into a plastic
mechanism and behaves closer to an SDOF with ang&ied first-mode period, the IMs that
put more weight in periods higher than are favored, e.gSgn{Ti,5%) having 5 equally
weighed periods of which three are at or abdveln general, when the structure leaves the
complex phase that occurs when elements start e, yand adopts a certain plastic
mechanism, much of the uncertainty disappears aaderformance of each IM stabilizes
greatly, both in PFA and IDR. The most useful casmn, though, is that there does not seem
to be a perfect single IM that is optimal for aDEs. When considering both accelerations
and drifts across different ranges of structur&ldweor, we have to accept a compromise.

The IM ranking for the lowrise buildings is lesgat across the entire range of IDR values
(Figures 5a and 5b), witBy(T1m) showing the best performance in the elastic regiod
Sign{Ti,5%) taking advantage in regions where the spread ofastieity results in
substantially elongated periods. Quite notably,dispersion associated with tBg{T;,5%)
is in the order of 30% for both building classesnipare Figures 4d and 5d). The dispersion
is only marginally higher for the higher-mode irdhced tall structures, indicating a stable
performance regardless of structural charactesisRegarding the IM ranking for the lowrise
PFAs, the performance of each IM also eventualipibzes but at considerably higher PFAs
compared to the highrise case. In generally, oneldhexpect shorter and stiffer structures to
attract higher spectral accelerations and assaci@teAs before yielding, resulting to this
characteristic right-shift in the morphology of ttiegrams.
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Figure 4. Maximum and average dispersions of thédiMjiven values of the IDR and PFA
response of the NoO 12-story index building consndeeight IMs.

Evidently, among the least efficient IMs across ¢éxamined EDP range, &(1sec,5%),
especially when considering IDR as a response mealssi performance is particularly worse
for the highrise case compared to most other IMsingeresting fact given that it is often a
popular choice for highrise vulnerability studig$ie dispersions achieved By(T;), which is
useful for single buildings, an&(T1m) were also proven to be high, rendering their use
relatively expensive: More ground motion recorddl weed to be employed for a good
estimate of the distribution of loss. Among the a@mmg IMs and considering their
performance both in elastic and inelastic regi@rsiDR and PFA, th&gi{Ti)s, was proven
to provide relatively stable dispersion estimateemploys four periods, th&,, and theT,n,
and their “elongated” versions by a factor of 5Qbts equally favoring the first and second
mode.Sgn(Ti)s, having one more longer-thdn-period is an equally good choice, showing
better efficiency practically everywhere with th&ception of the PFA hump where it
performs slightly worse than other IMs. In conctusiit seems that a successful IM can be
created by specifying an appropriate period rahgeincludes periods both above and below
Tim and uses the geometric mean of the spectral aatieles evaluated at these periods (see
also [21, 22]).
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Figure 5. Maximum and average dispersions of thédiMjiven values of the IDR and PFA
response of the 3ELF 4-story index building considgeight IMs.

6.2 |IM sufficiency testing

The sufficiency of the considered IMs is testedirgfathe moment magnitudd,, and the
epsilong(T;) ground motion characteristics. To accomplish,thisinear regression analysis
between In(IM|EDP), i.e. the logarithm of IM caggoralues for a given value of any of the
EDPs, and th#&l,, or thee(T;) value of the record was undertaken as follows,

In(IM |EDP)=a+bM,, (2)
or
In(IM | EDP)=a+be(T,). (3)

The logarithm of IM|EDP was adopted, since theetatis generally lognormally
distributed for the considered range of IMs and EOB4]. As already mentioned, the
proposed methodology for checking sufficiency isadageous, since it avoids the problems
associated with performing the regression analgses the entire EDP range, an approach
that obviously becomes problematic close to coafuefined here as dynamic instability),
but has been found considerable use in previoulestfe.g.[7, 39]). On the other hand, the
proposed process reduces the number of data pomtkable for fitting Eqs 2-3 since the
fitting process takes place at distinct EDP levidas requiring a large number of records for
sound interpretation. In general, useful resulty beobtained by checking the sufficiency of
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the IMs againsiM,, or &(T;) across the structural response range by meastaonflardized
statistical significance testing. Given the largenber of EDPs to be tested, the results of
such tests will be summarized by the following diteas:

(@) The ratio of the number of EDPs for whiby, or &(Ty) is significant over the total
number of EDPs considered,

(b) The averagg-value for significance of thil,, or ¢(T,) regression,

(c) The average dispersighexplained byM,, or &(Ty),

(d) The maximum dispersigh explained byM,, or &(T1),

(e) The averag®,, or &(T1) regression coefficient,

() The maximumM,, or &(T,) regression coefficient.

It should be noted here that the above variablég gnovide statistical evidence in favor
or against sufficiency, rather than conclusive prddis is especially true for the evaluation
of “statistical significance” via thp-value. Thep-value quantifies the statistical significance
of the regression coefficieft on M,, or &(T1) (Egs 2,3). It is defined as the probability of
rejecting the null hypothesis that the slope codgdfit b is zero. Hence, a smattvalue
(typically p<0.05) indicates that the null hypothesis (beequals zero) may be rejected;
consequently, the coefficieti (Eqs 2,3) is statistically significant and theteéelsIM is
insufficient. While this information (items a,b al® may be an indication dfl,, or &(Ty)
having some influence on the results, it sayselibout the actual magnitude of this
influence, which may well be of no practical sigraince [43]. This is the reason for plotting
the dispersion explained by each new parametemgite,d), and the actual value of the
regression coefficient (items e,f) that can helpuoderstand the magnitude of the influence
brought on byM,, or &(Ty). Thus, a lowp-value may not mean much if the associated
parameterNl,, or epsilon) cannot effect much of a change. Sigila highp-value does not
necessarily imply sufficiency. It simply says thia¢re is too much noise in the data to let us
see whether there is any significant influenceotiner words, a good IM that reduces the
dependence oM,, or &(T;) may be tied to lowp-values if it also drastically reduces the
variability in the data, thus making it easier fos to detect any extraneous influence.
Likewise, an overall bad IM that introduces higkdependence on seismological parameters
will typically also be inefficient, thus producinil-capacity values with large dispersions
that can hide this influence in the data noiseotlmer words, considerable care is required
when interpreting such results.

To showcase the IM selection methodology for adaug class, we will report for brevity
the statistical testing results for a single buitgiwhich is part of the highrise class (i.e. NoO
12-story in Table 1). The sufficiency testing fogtrise and lowrise buildings yields similar,
although not identical, results and trends. Théedais also the case between the index
buildings of the same class. Nevertheless, higlmsklings are considered to impose more
severe challenges to the IM selection problem thase induced by the lowrise buildings,
mainly due to the nontrivial contribution of thegher modes. Hence, any findings regarding
the IM’s sufficiency obtained on a highrise classd are generally applicable to the lowrise
case.

Figures 6 and 7 illustrate the sufficiency testigults for the NoO 12-story index
building againstM,, and &(T;), respectively, for all story IDRs, the overall ximaum
interstory and the roof drift. Clearly, across teamined IDR response range, there is
significant scatter, but a common trend is thatrttagority of the examined IMs are becoming
insufficient againstM,, as the structure approaches its collapse staje fee Figure 6a).
Exactly the opposite trend is observed while chegkhe sufficiency of the IMs againgil)
(see Figure 7a). In that case, there is a largebeurof IDR-based EDPs whet€T,) is
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significant right before yielding (with the excegi of S(T1m) and theS,(T;)) and it becomes
insignificant at more severe damage levels, rendatie examined IMs sufficient for these
levels. For PFAs over the height of the buildingsggure 8 shows that several IMs are
insufficient againstV,, for acceleration values higher than 0.5g at aogrfl The notable
exception here is5(1sec) andSn{Ti)s, the two having practically no dependence on
magnitude at all. Sufficiency results fg(T,) in Figure 9 show different trends compared to
Mw. Now, insufficiency appears for most IMs at theARtump (values lower than 0.5g) and
then rapidly declines. The outcome seems to f&drsec), whereaS,(T1), Si(T1m) perform
quite badly an&.gn(Ti)sis about average.

The aforementioned findings are further supporteéigures 6b and 7b, that illustrate the
averagep-value forM,, ande(T,), respectively. For the case at hand, by inspgdtigure 6b
we can say that the examined IMs are insufficiegdirasst M,, with the majority of them
showing quite a significant dependence of IM M (demonstrated by small p values,
p<0.05). By contrast, most of the IMs are foundbé&o sufficient against the(T;) with the
reportedp-values being in the range of ~0.6-1. The dispergiexplained by, (Figures 6c-

d) or bye(Ty) (Figures 7c-d) was found to be very low for altnal cases. This finding
shows that in general addiiy, or &(T1) in the definition of the tested IMs cannot offeuch

in terms of reducing their dispersion, i.e. impraytheir efficiency. It also means that there is
only a little part of the value of each IM-capacpgint that can be explained by the two
seismological parameters. Conversely, we cannoeaxthe magnitude of any influence
wielded byM,, or epsilon to be large. This is verified by Figu@e-f and 7e-f where the
coefficientb of the regression is shown to be quite low for lblest performing IMs, mostly
showing average absolute values less than 0.05si@@ing that for the given set of records
epsilon roughly ranges from -1.6 to +1.2 (mean@D)-atT;, the value ob = 0.05 indicates

a maximum change due to epsilon vis-a-vis the median IM ealy a factor of
expp-1.6)=1.08. For ouM,, values ranging from 6.5 to 7.6 (mean of ~7.0),dame factor is
of the order of exjif0.6)=1.03; it can be considered to be 1.0 for @tpcal purposes. Thus,
any expected bias is going to have extremely lopaich Perhaps the only exception appears
for the story drift at one or two stories at midghe (Figure 6f), that cause, even for one of
the best performing IM such &gn{Ti)s, @ value ofb = 0.25 at a drift of 4%. Herdvl,, will
become locally more important, probably due to idgvthe higher modes. Then we may
expect that thenaximumchange with respect to the median IM value willdyea factor of
exp-0.6)=1.16. Still, this appears only locally and #ospecific range of response, therefore
we can safely assume that it will not bias the aNebuilding vulnerability assessment.
Similar observations can be made for PFA througjuies 8-9, where only some localized
insufficiency at accelerations in the order of Ossgms to mar the performance of the best
IMs, e.9,Sign(Ti)s ; still this is also not associated with any exbessalues of the regression
coefficient.
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Figure 9. Variables for testing the sufficiencytloé IMs against(T;) across the PFA range
(NoO 12-story index building).

It might be interesting to speculate on what wdwdthe value of such factors for ground
motion records having magnitudes or epsilon vathasare outside the bounds of our current
sample. Although this would amount to extrapolatitre aforementioned analysis and the
results of Luco and Bazzurro [18] at least suggieat such records would probably wield
higher influence. This means, for example, thatould not be advisable to employ records
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with M,, = 5.0 when analyzing these modern, well-designedttsires. The records should be
at least strong enough to drive the structures timononlinear range without much scaling.
Within such reasonable constraints, our resultgesigthap-values less than the 5% limit do
not necessarily mean significant sensitivity of #stimated vulnerability (or losses) to either
magnitude or epsilon, as long as a well-performiiMgis selected. In other words, even
disregarding the fact that a careful record sedects not possible without having a specific
site in mind (thus difficult to apply for a wideg®n vulnerability study), it is also
considerably less important as long as we empltatively strong ground motions together
with an IM that can outperform a single-periad

So, which IM should we select for this role? Rerahil, S,(1sec) seems to have the best
performance in terms of the sufficiency among tbestdered IMs, at least for the NoO 12-
story index building. But is this an indication thvee should indeed adopt it? The answer is
definitely no, since, as discussed earlier, thiactially a misleading outcome that should be
viewed in conjunction with the unsatisfactory ef#flecy performance of this IM. The latter
resulted in highly scattered IM|EDP data in whilel linear regression had difficulties finding
the significance ofMy, or &(T1). Instead,Sgn(Ti)s was found to offer consistently high
sufficiency across the board, which combined wisheixcellent efficiency makes it the best
candidate for use with our index buildings. It iscaquite reassuring to note that performance
of such compound IMs combining several periods da#sdegrade significantly with a less
optimal selection of periods, something also ndigdvamvatsikos and Cornell [20] in a
different context. Thus, in general, useQ§.{Ti)s can be recommended for assessing the
vulnerability of any set of regular index buildingsat are not subject to near-source
directivity or soft soil issues (although evidertas already been offered in favor of using
similar IMs even for pulsive records [24]). Nevetiss, more work is needed to further
confirm and extend the applicability of these fimgk.

7 CONCLUSSIONS

The selection of an efficient and sufficient IMaa important task towards developing
analytical vulnerability curves and consequentlgeasing the seismic losses for a building
class. It is a choice that can substantially improv downgrade the results of an otherwise
well-executed study. It has been demonstrated dhaticcessful IM might be formed by
specifying an appropriate period range that incdugeriods both above and below the mean
first-mode period and combines the associated igeatceleration values via the geometric
mean. In particular, an IM that uses five such goiranging from the mean second-mode
period to twice the mean first-mode period was tbtm perform best in terms of efficiency
and sufficiency across the entire practical ranigeeak floor acceleration and interstory drift
values at every floor and story of both lowrise dnghrise structures. Hence, its use is
strongly recommended for class vulnerability stadigut also for any kind of performance
assessment involving nonlinear dynamic analysiheeifor single structures or building
ensembles. Nevertheless, by all means, the sateatian efficient and sufficient IM remains
an open research area where the last word hashbegn said; future research is expected to
offer further insights into what constitutes a gdbtdand how far it can remove the need for
rigorous ground motion selection.
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