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ABSTRACT
In this paper, anodelfor the perceptionfanusical
instrument timbre is presated. The model uses an
ARTMAP neural network to distinguish dngle notes
played by five different instrunents. The durationof
each note iguite sort. The recognitionof timbre is

base on three acoustic properties: spectral synciiyon

slope @ the attacks and spectral distributiénrays of
values of the above properties are usesl iaput
patterns By training the network with a lage nunber
of different input pattens a robust patten recogquizer
for timbre idenification is constructedThe choie of
this spediic type of neural network model prwvides he
ability for creating imbre categor® which can
continuously being updated at an point d its
operation, while at the @me time, knowledge of
previoudy learned cagories is retained.

1. INTRODUCTION

Our ability to identify things by listemg is based
on the information provided ¥ their acoustic
properties, and these properties are the reduth®
production process. We caay generaly thatacoustic
properties belong to and at thease time characterize
the source. Moreover, thegroperties evolve over
time. Typically, the clanges are sbw, continwous, and
regula so that it is possible to track aund over time.
The recognition ofitnbre is a omplex procedure based
on the exploitdon of the infornmation that s hidden
insidethe acousc properties. Havever it is reducedo
a classic pattern recogmti procedure ¥ evduaing
the acaustic propertiesand assig the values d these
properties to timbre patterns.The evalation of the
acoustt properties is succeedelly introducing a
qualitatve description otthem. The perfomance ofthe
recogniton process is ermced ifinformation derived
by more acastic properties is usedAn important
obsevation abait sownds is hat they can combine
together to creatmixed sounds.

So we have to dishgush sound properties
betveen local andemergentwhich are g@nerated i the
interactionof the local properties. Siecin this work
we are examining single notes we do not consider the
problam of sound combination.

2. THE NOTION OF TIMBRE

The tem timbre refers to thperceptubqualities of
objects and events. We use thisrtdo expres what an
acousticevert soundsike. Timbre has ben thought of
as related to one acousticalmeasurable propeytsich
tha each nat of an instrunent or each spokesound of
one voice would be characterizedyba single value of
that propent. The traditional dehition of timbre is by
exclusion:The qualiy of a sound ¥ which a listener
can tell that wwo sownds d the same loudnessand pitch
are disgiilar. Although this déinition may tell us what
timbre is not, it does not tals what imber is.

Due to the interactive nature afusd production,
there are many stable and the varying acoustic
properties. It isinlikely that ary one propery uniquely
determires the pith. The sensef timbre comes from
the interaction hiveenthe properties of #hvibration
pattern.Therefore the thbre can be perceived inrbas
of a set 6 acoustic properties. Hls, the acaustic
properties are used to find ouvhat evert was most
likely to have produced that sound.he connection
betwveenthes propertiesand the object is learned by
experience.

One of the acoustic properties that ésers use to

identify evensis spectral shape. It can be characterized

by usng the reldtve amplitudes otthe partials to derive
various statistical measuresThe main statstic
measures that are usfr this purpo follow next: (a)
the centraléndercy, (b) the overall pwer obtaind by
summing the sjuaredamplitude ofeach comporent, (c)
the power spectrum across atsof frequercy regions,
(d) the variance of theamplitudes. Even if a vey
simple sound can be specifiecby its frequency
spectrum, thisis not the case inomplex sounds. lfwe
conside that the spectrunchange from note to note
for each musical instruemt, then it is clear that timbre
idenification an not be based ondiparticula spectral
shape of a note.

Anothe acoustic propery is the onset and
offset d individual harmonics d a note For “string’
instruments the differences in the attackand deay of
hamonics are due to thvariations n the method of
excitaton. For ‘wind” instrurents, are due to the
feedbak beween the vibratim modes & the
mouthpiece and aund bog. Several qualitative
descriptions &ve bea utilized to describe the
aforementioned acoustic propgrfThe most @mmmon
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Fig. 1: The proposedmodel

descriptia is basel on the estmation of the deyree of
synchony of the attak transients.The infamation
provided ty the transiets can be usal to distinguish
among simple-sownds But for a given instrument the
pattern of the ansients will vary acros notes.

A third acoustic propeytis noise. Noise can occur
when excitdion enegy is first applied to the source.
For example, bowing a violn creats an initial high
frequercy sound before the bowing stebilizes. Noise
can also be continuous. this case the breatly sound
of a flute createdybblowing acros the mouthpie@ and
the hissing of a pipe, car mentionel as characteristic
examples.

Another vey important acoutic propery concens
the transition betveen two successivesounds. During
the transition,the deey and the attack of the two
sourds often overlap. The overlap can hinder the
procedure of thbre identificaton by masking the
transent or it can mprove that procedureylrreating a
unique acoustic pattern hbeard in discrete sounds.

It is clearfrom the abowe tha the production of
sound yield alarge numbeof acoustic properties that
can detemine timbre. me d thes propertiesvary
acros different noes, duratiorand intendties Also the
pefformers may vary the sound by means of the
excitaton techniquejntoretion and musicd emplesis.
As a onclusion we @n sy that no predominant
acoustic propeyt detemines imbre Any single
acoustic propeyt can provide ame level of timbre
identfication perfaomance, and @mbinations of
properties usually produce better foemance than a
single one. In this view, to peform timbre recaynition
it is neessay first to determine a setf acousic
properties andto introduce a qualitative description of
these properties [1] [2]The choie of the specific
properties is case-dependdthen several valssof the
selected properties can be usedtifie constuctionof a
template that relatesimbre patters with patterrs of
acoustt propertiesThus, tmbre recogition reduces to
a pattern recognith procedure.

Neural néworks are used vg often in pattern
recogniton tasls when the existence of robust
templates is neededBYy training a network with a wide
variety of pattens that correspod to notes plged by
severd instuments with different duration, intensty
and phying technique, tke netvork can learn to be
insensible in small tinbre differenes cause by these
factors while at tke same time it can be able to
recognize differenmusical instrurents.
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Fig. 2: The ARTMAP network

3. THE PROPOSED MODEL

In this work we propose anodel which is able to
distingush noes phyed by the following musical
instruments: piano, guitar, tumpet, saxophone and
flute. For conwenience several nateplayed by a
specific musian with almost the same duration (1.5
sec) and irdngty, have been recordet@ihe recognition
is basel on three acoustic properties: (a) the slope of
the attak (b) the degree ofyschrony of the attak
transents (c) the amount of energy in the higher
frequerties. Infigure 1, a general aspect the model
is illustrated. In th first block the inpu signal is
anajzed and the wue of 10 paranetes that
correspond to # three aforementional acoustic
properties are estiated. The second block is an
ARTMAP neural néwork that tkes asinput the 10
output \alues of the feature extracth block and
performs the procedure of pattern recognitiofhe
functionality of the ARTMAP nework is pregntedin
the bebw paragraph.

4. THE ART NETWORK

The ART type neural netorks are nonsupervised,
self-organized networks. They differ in topolog/ from
most of the other neural negworks in havng a setof
top-down weights & well as a botim-up one.The
main advantagef this type ofnetworks istha are able
to learn additional patterns at anymé of their
operatiam, while keeping the previous knowledge. An
ART1 nework can sdf-organize binay input pattens,
while an ART2 cando the see for both binay and
analogpatterns.An ARTMAP is a supervised eural
network that comprises wo ART modules, named
ART, andART,,.

The ARTMAP neéwork used, consistsfan ART1
as ART,ard anART2 as ART,. Vectorb, encodes the
timbre categorieand vecta a, encodes the infonation
related to the three afmentioned acousti properties.
The bast features of the ARTMAP netvork are
presented beiv.
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Fig. 3: A piano note at 165Hz

4.1 The ARTMAP network

As mentioned before ARTMAP is a slf-
organizel, syervised neural néwork congstedof two
unsupevised ART modules,ART, and ART,, and an
inter-ART associatie® memory, calleda map filed [5].
ART, andART, are linked ly fully connected adaptive
connectbns betveen the byer of ART, ard the map
field, and mn—adaptive, bidirectional one-b-one
connectbns from the map field to the ayer of ART;.
The ART, network selforganizes te desired otput
pattrens for each input pattepresented to ARa.

Briefly, a pair & vectorsa, ard b, are presented to
ART, ard ART, smultaneudy. The ART, and ART,
networks doose sitable aitput catgories for these
vectors.The map field then checks to see if the choice
of ART, can correct predict thechoice of ART,. If it
can, tlen learning taks place beteen the map-field
node corresponding todhwinning F,, node and teF,,
pattern. Connections to all othery,,Fnodes are
inhibited. If not, tle map field increasethe vigilance
of ART, so tha ART, does not choose thema F2
categoy agin but searcks on until a suitable F,
categoy isfound. If there are no suitable egories
ART, chooses an uommmitted node, inwhich case
learning @n aways take placeAn ARTMAP network
is presentednifigure 2.

5. TRAINING OF THE TIMBRE

RECOGNITION SYSTEM

In order to derve te values d the three
aforementioned acoustic properties for a noig is
necessy to perfam calculations both irtime and in
frequerty space As an example, a note plyed by
guitar at 165 Hz is presented in figure 3. Initjalive
filter separathy the fve frequency comporents with the
greateramplitude, as illustratednifigure 4.Thus we
are able to estmate the slope of the atti of eachone
comporent in time space.The derived vales are
related to the fitsunder eamination aoustic propety.
Next, we calculate the mie deby of each omponent
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Fig. 4: The five freqency compnents with the greater
amplitude

relative to the comporent that appears earlier innte
spaceThese values are describing in a qualitatiragy

the second propsrt Finally from the shag of the
spectrim of the note which is shown in figure 5,we
cancalcukbte the percerdge ofenergy over the 2.5 kHz
ard derivea value that correspond to the third acoustic
propery. It is clear fom the above that the pat layer

of the neural network consists 610 nodes. he autput
layer which is used to represetthe desired numbeof
timbre catgories, consistsfol nodes.

By repeating the abev procedue for several
sampled notes phyed by the five musical instrurants
tha are examined a number of sets of va#g is
derived These setsof values are used as training
patterns for th ARTMAP nework. The am of the
training phase is to associate each training patteith
an appropria output pattern tharepreserst atimbre
categoy. Esentially, the néwork during ths phase
learnsthe irput patternsby adusting its weights.

The ARTMAP nework we hae used for timbre
recogniton, was trained to recognize llathe single
notes that belong to ¢tbast octave played by a piano,
a guitar, a trumpet, aasophone and a flute. For
conwenience the durath of the notes was restrictal to
be about 1.5 sedhe training seples d the network
are notes with fundmentd frequercy comporent at:
110Hz 117Hz 124Hz 131Hz 139Hz, 147Hz, 156Hz,
165Hz, 175Hz, 185Hz, 196HZ208Hz played by
piano, guitar, trmpet, saxophone, artlite. Hence the
total number of traininganplesis 60.

6. NETWORK PERFORMANCE

The nework was teted usng 12 remrded rotes with
duration closeto 1.5sec. All ofthese ¢sting notes were
different from the nots used in the training f@ise.The
reason was to observeetheneraliztion ability of the
network. The ARTMAP network made mistakes n 2 of
the 12 test note§.he two failures correspondo guitar
notes which wereplayed very softly by the muscian. It
is quite reasonable to expeba alterationsin the way
of playing anote, causs importantchanges to the
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Fig. 5: The anplitude of the spectrum of the note

shape of the spectrum of the note. All the pttest
samples were sucessfuly identified by the nework.

In order to avoid these failes it is necessyy to
increase the maber of training pattes. Tha way the
network would be able to creatmore categoris for
each instrurent and therefore to sucakea higher
perfomance The ARTMAP network hasthe abilty to
retain krowledge of previou§l leaned pattera as
mentioned above. So it can eadiy trained with new
pattens at ay point of its operatio and this makes it
very conwenient for being useth a recogition system.

7. DISCUSSION
This study has shown that the acustic properties
mentioned inthe literdure @& comporents of musical
timbre, provide useful infonation that @n be usd for
musical instument recognition.
For our tmbre recognitio sysem a supervised

netwvork was needed. Using the unsupervised ART

networks, we have found that an optimum level of
vigilance to provide a satfactay clustering, could not
be estnated.The optmum level d vigilance would be
one that separate the patternsom different
insttuments while dusteing together & much as
possible patteswhich are fromthe same instrurrent.
Thus,a more advancedetwork was needed d control
the vigilance of tle ART networks ARTMAP was able
to succeed thagnd to cluster successfultye training
patterns.

We should notice that the results in thisdgtaould
not be compared with human performance a similar
tasks, because listaisehea musical phrass rathe than
a single tone lyed ona musical instument.

8. CONCLUSIONS
The ARTMAP néwork has successfully péorm
timbre recognition overs musical instrurents. The
mistales madeby the néwork can be easilgxplained
since the atwork has beentrained with notes played
with a specific tehnique.

If the training st was larger, thethe perfemance
of the nework would had been higher. It is clethat
the capabiliy of the proposednodel carbe extended to
a great varigt of playing techniges and ¢ more
instrumerts. This would resultin a vey robusttimbre
recogniton model for $ngle notes.
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